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1. Introduction

This paper proposes the description which covers the general principle characteristics and capability of the UDP/IP, including IP multicast, of the M1 data transport.
It is proposed to RAN3 to discuss the description of UDP/IP, including IP multicast aspects, on M1 data transport and agree on the TP described in section 4.
2. Discussion

In the last RAN3 meeting, it was agreed that the eNB shall support IPv6 and/or IPv4 for S1 and X2. It should be applicable for MBMS. Therefore, the eNB and EPC shall support IPv6 and/or IPv4 on M1. The path protocol used shall be UDP.
On the IP multicast protocol for M1, it is also necessary for eNB to support IP multicast group management protocol for IPv6 and/or IPv4. The identified IP multicast group management protocols for eNB are as follows:

· IPv4: IGMP [1]/IGMPv2 [2]/IGMPv3 [3]
· IPv6: MLDv1 [4]/MLDv2 [5]
Also the identified IP multicast routing protocols, which can be categorized into two from the viewpoint of delivery tree, for TNL are as follows:
· Source based tree: DVMRP [6], MOSPF [7]
· different tree from each sender to receivers.
· Shared tree: PIM-SM [8], PIM-DM [9], SSM [10]
· same tree used by all group members.
IP multicast group management protocol for eNB:

Basically, routing protocols other than SSM can be used in combination with any group management protocols. SSM (Source Specific Multicast) which specifies the source for e.g. security reasons only using MLDv2/IGMPv3 [11]. However, unlike IP header version, the MLD/IGMP is designed so that it has backward compatibility with lower versions. Therefore, eNB shall support MLDv2/IGMPv3, which can support all routing protocols listed above.
IP multicast routing protocol for MBMS GW:

In any IP multicast routing protocols, neighboring IP multicast router of the IP multicast source (MBMS GW in the TNL) can terminate IP multicast routing protocol. The behavior of the MBMS GW is independent from the IP multicast routing protocol used in the TNL. Therefore, MBMS GW does not need to support any specific IP multicast RFC.
IP multicast routing protocol for TNL:

Similar to the discussion on IP version, which IP multicast routing protocols in TNL are used depends on operator’s choice. The MLDv2/IGMPv3 for eNB could support all routing protocols, and the behavior of the MBMS GW is independent from the IP multicast routing protocol in TNL. Therefore, TS36.445 does not need to specify any IP multicast routing protocols in TNL.

Based on the discussions above, it is proposed:

· eNB shall support MLDv2 and/or IGMPv3 since they:

· have backward compatibility with lower versions,
· can support all routing protocols listed above, and 
· are widely deployed in e.g. Linux IP stack (Linux 2.4.x (x >= 22), Linux 2.6.x).
· description on IP multicast routing protocol supported in the TNL is not necessary in TS 36.445 since:

· behavior of the sender, i.e. MBMS GW, and the receiver, i.e. eNB, is independent from the IP multicast routing protocol used in the TNL, and
· it depends on operator’s choice.

· MBMS GW does not need to support any specific IP multicast RFC.
3. Conclusion
It is proposed to RAN3 to discuss the UDP/IP, including IP multicast aspects, on M1 data transport and agree on the text proposal to 36.445 below.
4. TP on UDP/IP section of TS36.445
The path protocol used shall be UDP [x].

The eNB and EPC shall support IPv6 [x] and/or IPv4 [x].
IP multicast shall be supported for point-to-multipoint delivery of MBMS data streams for both single-cell and multi-cell transmission.
The eNB shall support MLDv2 [x] and/or IGMPv3 [x]. The MLDv2 [x] and/or IGMPv3 [x] is used by a given eNB to join a given TNL IP multicast group (received in M2-AP).
The packet processing function in the EPC shall send MBMS data of a given MBMS bearer to the TNL IP multicast address associated to that particular MBMS bearer.
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