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1.
Introduction

This papers aims to discuss different functionalities within HomeBTS architecture and their placement within 3G HomeNB. The detailed discussion about RNC functions (e.g. RRM) is partly out of scope of this document and need to be discussed separately.  In order to move forward on this issue and make progress we would like to focus on the following functions in this document:

· GGSN Location

· HO Functionalities

· IU flex support in Home GW
· Access control

· Security

2.
General architecture
Introduction

During RAN3#58, the following text was agreed:

“The preferred deployment option is with Iu or Iu-based termination at the 3G Home NB.”

Note: in this document, this issue is not re-opened i.e. other options are not discussed. 

Therefore following the above preference, it should be studied as to what is required to be modified in the existing Iu interface in order incorporate the UTRAN Home Node B architecture i.e.  there is the need to understand what needs to be modified from the existing Iu interface (Iu CS, Iu PS, Iu UP) – if anything - in order to provide connectivity between Home Node B and existing Core Network (SGSN and MSC). 

As always, the target should be that existing core network functionality is re-used as much as possible. 

In order to minimize impact on security aspects we assume that the HNB Home GW (signaling part) is based in the operator Network. 
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Picture 1: Home NB Architecture 

2.1 User Plane architecture for HNB CS Domain Traffic

For CS domain traffic, it would seem that the existing Iu-CS user plane does not really require any changes, and that the existing MSC can be re-used. This allows all of the existing functionality (such as Lawful intercept and charging) to be re-used as today.  

Anyway additional requirements on e.g. Location awareness/authentication (see below) remain outstanding and remain unsolved. 

It should also be further considered that limited bandwidth via xDSL  on the uplink can have an influence on 3GPP standardization (e.g. it should be studied how many calls can be setup within one Home NB)
2.2 HNB PS Domain Traffic 
In the Home Node B scenario, there seem to be two types of user plane traffic:

· “normal IP” traffic that goes through the operator’s network

· “Local breakout” traffic that is routed locally e.g. corporate network within the confines of the “home” 
· It would seem that the normal IP traffic can be routed to the existing GGSN(s) as today via the Iu-PS user plane and there is no need to change any of the existing functionality in this area. 

For the local breakout traffic, it would seem that the “breakout” can only happen at the GGSN, and hence there is the question as to where the GGSN functionalities with respect to the HomeNB Architecture are located. There are three possibilities, described below:
2.2.1
In the Core Network (the same as for the macro eNB)
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In this case the local breakout traffic will go through the existing macro core network. This will result in the situation that even the communication between two users within the same HomeNB or Home GW will result in the routing of the user data through the “existing” GGSN.

Benefits: 

There are no additional handover requirements needed to be considered as every handover will be intra GGSN handover.

No additional requirements on charging need to be considered, as charging will be done in the same ways as for calls in the macro network and “normal IP” traffic on the Home Node B.

Lawful interception or Content filtering (child protection) is supported

Disadvantages:

There is no possibility for the “local” breakout.

2.2.2
In the Home Node B GW
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Choosing this option will mean that the breakout is more “local” to the Home Node B, and does not waste as much transport resources in the operator’s network. 

Advantages: 
The HO between HomeBTSs belonging to the same Home GW will not require GGSN change  since the current procedures can be reused.
Reduces the traffic to legacy GGSN components

Disadvantage:

For HomeNB( Macro HO scenarios a GGSN change is needed. However if we consider that there is no requirement for service continuity when previously local breakout traffic starts to run over into macro network, then handover would not be needed, and the UE can be forced to drop the local breakout bearer and re-establish it when it enters the macro network by preparing a normal cell reselection procedure

Impact of Lawful interception and charging is FFS.

It does not reduce the amount of traffic towards and MNO network.

The security implications of this have to be considered as the Gi is now present at the HNB GW

2.2.3
In the Home Node B 
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The placement of GGSN functionality inside the HomeNB means that the breakout traffic towards the Internet can happen locally. However this would normally result in the Inter GGSN change during every HO, even during the HomeNB-HomeNB HO if such should be supported. It should be considered that in case data mobility is requested the mechanism to notify the customer about tariff change needs to be developed. A small compromise to this approach could be that one Home Node B within a “home” is seen as the master Node B with GGSN functionality, and then it should be possible to route local breakout traffic to this Home Node B, which would further save on backhaul resource usage for local breakout traffic. 

Advantages:

· Local breakout is possible almost on HomeNB level.

· Most cost efficient way to terminate internet traffic. 

Disadvantage:

Every kind of HO will result in the change of GGSN which results in the use of cell reselection procedure

Open issues:

Impact of Lawful interception and charging is FFS

Conclusion:

Based on the discussion above Vodafone thinks that GGSN Location within Home NB should be studied. Currently Vodafone prefers to put GGSN functionalities closer to the customer premises.

3.
Location of specific functions

3.1
Need for Soft Handover

Vodafone believes that introduction of the support of Soft Handover or interference mitigation signaling mechanisms between Home Node Bs will significantly increase the complexity of the Home Node Bs and any resultant architecture, and it is felt that a requirement for interference mitigation between Home Node Bs or between Home Node B and macro Node B should not drive the architectural decision.

Conclusion:

The architecture decision should NOT be driven by the need for interference mitigation mechanisms between Home Node Bs or between Home Node Bs and macro Node Bs.

3.2
Synchronization

Mobile networks have stringent synchronization requirements for the following reasons:

· To assure transport channel alignment

· To supply frequency and time accuracy required at the base stations in order to minimize interference, which has a direct impact on handover failure rate.
· To provide the required QoS level for the real-time services offered to the end users (e.g. voice, video, IPTV)

Macro 2G and 3G base stations require only frequency (and not time) synchronization with accuracy of 50 ppb (part per billion). On a 2GHz carrier, 50 ppb corresponds to +/- 100Hz. Given that the largest frequency offset is caused by the Doppler effect (related to mobile station maximum velocity), in case of home base stations the requirement can be relaxed to 100 ppb. This requirement has been further relaxed to 250 ppb for Home NB.

Given that HNB stations will have xDSL-based (or Ethernet in general) connectivity, alternative techniques to PDH/SDH synchronous transport (used so far for macro base station backhauling) have to be sought. 

The following solutions can be used:

· Network receiver. A UMTS receiver is integrated in the home nodeB to monitor the broadcast channel of a macro network and synchronize the internal oscillator to this signal. However, only if macro coverage in present, this solution ensures good synchronization without the need on installing any equipment in the core network.

· NTPv3 or NTPv4. This is a packet based client-server mechanism where NTP packets are requested by NTP clients to NTP servers. NTP clients are integrated in the home base station. The NTP timing server will receive an accurate timing reference from a primary reference source like GPS. The NTP client can be software based, in which case its protocol stack has to be integrated in the home nodeB, or hardware based, in which case the dedicated NTP chipset will have to be integrated in the hardware of the home nodeB. Hardware-based implementations are far more accurate than software based. The NTP timing server could be integrated in of the Home NodeB GW architecture. 

· IEEE 1588v2. This is a packet based mechanisms similar to NTP, which uses the master/slave paradigm, where timing packets are sent from the master to the slaves. IEEE 1588v2 is a hardware-based implementation which can achieve high level of accuracy if proper deployment guidelines are followed. The IEEE 1588v2 chipsets are could be integrated within the HNB. Similarly to NTP, the IEEE 1588v2 master will receive an accurate timing reference from a primary reference source like GPS. IEEE 1588v2 master could be integrated in the Home NodeB Home GW or could be a separate entity.

Conclusion:
Given that IEEE 1588v2 solutions will be largely available from 2009 onwards, network receivers coupled with software based NTP implementation (used for backup) are recommended for the initial phase of home NodeBs. Future releases should integrate IEEE 1588v2 chipsets.

3.3
Iu flex support
Many thousands of HomeNB can be connected to the core network via the Home Node B GW. Due to the fact that it will not be impossible to predict which Home Node Bs will be causing the load on the core network at which times, a simple random static connectivity between Home Node B and SGSN1…SGSNn may not prevent overload situations (i.e. Home Node B1,5,8 could all be connected to SGSN1, but these are actually the Home Node Bs that are heavily loading the network during a certain time, whereas Home Node B2,3,4,6,7 may not be actively doing anything during this time. 

In addition using Iuflex will give a possibility to use the same CS CN Nodes as overlaying Macro Networks which will significantly minimize signaling load. 

Therefore it is the Vodafone opinion that this functionality should be supported in the Home Node B Home GW.

Conclusion: 
Iu-flex support shall be in the Home Node B GW.

3.4
LA/RA definitions for the HomeNB

Access control
In order to try to create a “closed subscriber group” for the legacy pre-Release 8 UEs, it seems clear that there needs to be some way to trigger the UE to contact the network when it enters the Home Node B in idle mode. It seems to be widely acknowledged that the best way to enable this is to have Home Node B specific Location Areas and Routeing Areas. However, in case every HomeNB has its own LA/RA, this will lead to a huge amount of LA/RA Updates, and in the traditional UTRAN architecture, this will increase the signaling load towards the core network and result in increase rate of not reachable UEs. Hence it is assumed that the Home Node B somehow needs to prevent the LAU and RAU messages from being delivered to the MSC/SGSN when the UE is not allowed within this Home Node B. 
If so, possible, security related impacts need to be studied.
Paging coordination
In terms of paging, if the SGSN/MSC is configured such that there is a common paging area across all Home Node Bs in a given coverage area, then this would mean that every time a single user is paged, the backhaul of all of these Home Node B would be impacted in the transport of such a message. 

Whilst the paging message itself is quite small, the resultant paging load may be quite high. Therefore, a more optimal approach may be that the Home Node B GW does some kind of filtering such that it knows which Home Node B to send the paging message towards. 

However this would rely on the Home Node B Home GW also knowing in which Home Node B the user is camped, and this would rely on it reading the messages from the LAU/RAU procedures, which may in turn add delay to these procedures, and cause more paging repetitions. 

Conclusion:

The location of paging functionality and LA/RA mechanism for the Home NB should be studied. Currently it seems as some additional functionalities within GW may be needed.

3.6
Security aspects

Backhaul link and inter-H(e)NB security
There seems to be the need for encryption and authentication of user plane, control plane and management plane traffic routed back to the core network, and between Home Node Bs. 

RAN3 are not the responsible group for this area and as such SA3 guidance is needed. SA3 are presently studying this area – see SA 3 internal TR on H(e)NB security.

Iu firewall functionality

Messages sent from the Home Node B to the Home Node B GW may need to be checked before allowing them to communicate directly with the MSC/SGSN. The requirement, location, and details of such functionality should be discussed by SA3.
Location awareness/authentication
For lots of reasons (see SA3 draft TR), there seems to be a need for the Home Node B location to be known to a certain level of accuracy and security (depending on the reason e.g. emergency call).
 There appear to be some mechanisms to allow this, and whether the UTRAN interfaces would be impacted needs to be discussed. However it needs to be understood how reliable the Location of the Home Node B is, as for some of the reasons, this may be critical (e.g. emergency service routing to an address). There needs to be an understanding of how the Home Node B location information can be secured, and again SA3 will need to be involved. 
4.
Conclusion and proposal
It is proposed that the contents of Section 2 and 3 above are discussed and where appropriate agreements be found and recorded in TR R3.020
Furthermore, where required appropriate liaisons should be sent to the corresponding Working Groups. 
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