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1 Introduction

This document is to discuss idle mode inter-RAT load balancing solution for SON use case, mobility load balancing optimization in [1].

Idle mode inter-RAT load balancing provides functionality of distributing UEs camping to balance load between cells of different RATs. Since inter-RAT cell reselection is based on priority approach, where each RAT is assigned an absolute priority and each UE prioritize available RATs in cell reselection based on its dedicated priority list (UE-specific priority), adjusting how UE-specific priority list are assigned could be a way to balance traffic load.
In further below, we will first analyze the characteristics of idle mode inter-RAT load balancing and then present one solution with focus on UE-specific priority control.  

2 Discussion
First, in idle mode inter-RAT load balancing, load information over X2 is not available. In previous discussion, cell load over X2 is suggested for load balancing. This is obviously not applicable to inter-RAT load balancing. One possibility is that OAM get cell load report of different RATs and signals to eNB. Since OAM may need load report for other purpose like network monitoring, the increased cost is only limited to signalling between OAM and eNB.  
Second, idle mode load balancing is a relatively a slow control loop. Idle mode load balancing does not take effect immediately as active mode does, it is actually done to balance future/potential load. Position of idle mode UE is known at the network with the granularity of tracking area updates, which means it is quite difficulty to observe and control idle mode behaviour on a per-cell basis. Therefore, the setting of priorities should be done considering the load of more than one cell and the load information from each cell could be reported with lower rate compared with that used for active load balancing. 

A couple of factors need to be considered when deciding which RAT a UE should reselect to. Load is of course one important factor. It’s not useful for load balancing to have UE camp on an overloaded cell of a certain RAT. Service is another one. IRAT cells are most likely to have different capabilities, thus it makes more sense to move one service to a certain RAT, e.g. move speech users to GERAN.  UE capability should be consider as well. It is never allowed to push one UE to a RAT which the UE does not support at all. 
Yet another factor may be included in load balancing is service-triggered redirection. Moving a UE away from LTE will mean an associated risk for a future redirection back to LTE. If for example, the number of redirection outgrows a pre-defined threshold, which means that a significant part of UEs are not camping on their most appropriate RAT, adjusting the UE-specific priority might be away to improve this situation.

Since the idea is to balance the load by balancing idle mode UE, it would be beneficial also to consider the number of idle mode UE in E-UTRAN. One possible way to measure this is to report the number of tracking area updates (TAU) performed in each cell
In [2], a per UE parameter Subscriber Profile ID for RAT/Frequency Priority (SPID hereafter) is suggested to be used to derive UE-specific priority for idle mode UE camping. With this SPID, a UE’s service profile, capability can be derived. Therefore, the factors above are boiled down to load, SPID, number of redirection and number of TAU.
3 Solutions for inter RAT

Based on discussion in section 2, we propose an idle load balancing solution as shown in figure 1 where E-UTRAN assigns dedicated priority for a particular UE based on SPID from MME and a mapping table (is also called priority control information) from OAM, and OAM builds the mapping table, updates it subsequently based on load information of RATs, service-triggered redirection and/or the number TAU performed in the cell ( used to derive the number of idle mode UE in the cell) if necessary and signal to E-UTRAN.  
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Figure 1 Idle mode inter-RAT load balancing

More specifically, E-UTRAN receives a mapping table from OAM and maintains it until next (re)configuration. When E-UTRAN needs to assign UE-specific priority for a particular UE, it uses the SPID from MME as an index to look up the mapping table to get the UE-specific priority. Table 1 shows a three-RAT example of the mapping table.
Table 1 Mapping table

	SPID
	UE-specific priority

(High -> Low)

	0
	GERAN, UMTS, LTE

	1
	UMTS, LTE, GERAN

	2
	LTE, GERAN, UMTS

	3
	LTE, UMTS,GERAN

	4
	GERAN, LTE, UMTS

	5
	UMTS, GERAN, LTE

	6
	GERAN, LTE

	…
	…


OAM first builds up the initial mapping table and configure the table to E-UTRAN for dedicated priority assignment. Also, it configures a set of policy to EPC so that EPC can keep consistency with OAM in understanding of SPID when assigning it to a particular subscriber. For the sake of description, we call this table a baseline of mapping table.

OAM may then update and reconfigure the mapping table to E-UTRAN for IRAT load balancing purpose. Based on cell load report from various RATs and some other measurement report such as serviced-triggered redirection number to and from LTE, OAM modify the mapping table. For example, OAM may put the overloaded RAT to be the lowest priority in each row of the mapping table and move LTE one priority up/down under the condition that service-triggered redirection number to/from LTE is above a pre-defined threshold.  
The mapping table updates implies a SON algorithm for load balancing. It is basically an implementation issue and thus beyond the scope of this document.  
As has been discussed in section 2, the idle mode load balancing is a slow control loop hence the signalling load due to the mapping table between OAM and e-UTRAN should not be a problem. 
4 Conclusions and proposal
Based on discussion above, we can see that a centralized solution is suitable for idle mode inter-RAT load balancing. And on the interface between O&M and EUTRAN, the following signalling need to be specified:

· Cell load report

· Service-triggered redirection number
· Number of TAU performed in the cell
· Priority control information (mapping table)
It is proposed that RAN3 discuss it and agree to capture the above conclusion in TR36.902. The text proposal is attached further below.
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=======================Beginning of TEXT Proposal=================================

4.6
Mobility Load balancing optimisation

4.6.1
Use Case description

Objective: Optimisation of cell reselection/handover parameters to cope with the unequal traffic load and minimize the number of handovers and redirections needed to achieve the load balancing.
Self-optimisation of the intra-LTE and inter-RAT mobility parameters to the current load in the cell and in the adjacent cells can improve the system capacity compared to static/non-optimised cell reselection/handover parameters and can minimize human intervention in the network management and optimization tasks.

The load balancing shall not affect the user QoS negatively in addition to what a user would experience at normal mobility without load-balancing. Service capabilities of RATs must be taken into account, and solutions should take into account network deployments with overlay of high-capacity and low-capacity layers where high-capacity layer can have spotty coverage.
4.6.2
Solution Description

General features of the solution are as follows:

· Functionality: an algorithm decides to distribute the UEs camping and/or delay or advance handing of the UEs over between cells and thus to balance the traffic load between cells.

· Actions:

· An eNB monitors the load in the controlled cell and exchanges related information over X2 with node(s) residing the algorithm for non-IRAT load balancing. For IRAT load balancing, eNB reports cell load and the number of redirection to OAM periodically and monitors priority control information. The exchange of the load information over another interface instead of X2 is FFS.

· An algorithm identifies the need to distribute the load of the cell towards adjacent cells, e.g. by comparing the load among the cells, the type of ongoing services, the cell configuration, etc.

· The handover margins and/or cell reselection parameters between the cell controlled by the eNB and one or more neighbouring cells are modified in a coordinated manner in both cells to avoid any problems with for example ping-pong.
· Expected results:
· According to the cell reselection and handover mechanisms, part of the UEs at the cell border reselect or hand over to the less congested cell;

· In the new situation the cell load is balanced.

· Increased capacity of the system.

· Minimized human intervention in network management and optimization tasks.

4.6.2.1
Input data, definition of Measurements or Performance data
eNB measurements

· Cell load

· Number of service triggered redirection
· Number of TAU performed in the cell
· …
4.6.2.2 
Output, influenced entities and parameter
· Priority control information

· UE-specific priority

· …
4.6.2.3 Impacted specifications and interfaces
================================End of Text proposal==============================
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