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1. Introduction
According to the list of issues for TS36.412/36.422 [1], the following are the open issues with regard to the Transport Layer section:

· possible problems with Multihoming need to be studied.
· the number of SCTP association that may be established between MME-eNB pair

This document tries to clarify the possible problems that exist in Multihoming, gives another try to fairly compare pros and cons between redundancy in SCTP layer and IP layer (e.g. Multihoming) and proposes a way forward based on the comparison.
2. Discussion: Possible problems with SCTP Multihoming

The problems on SCTP Multihoming are elaborated in RFC 3257. The problems can be summarised as follows:
1. Issue on Single Point of Failure
2. Issue on NAT 

3. Issue on Security 

2.1. Issue on Single Point of Failure

Single Point of Failure may be caused by several reasons. The following cases are the cases which are known in the implementation. [2], [3]
 Case1: SCTP Software problem of switching source address (local multihoming)
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Figure1. Single point of failure case 1
· Configuration Assumption:

· SCTP function and NW i/f function are in different card
· Transmitting node Source IP Addresses: A, B
· Receiving node Source IP Address: H, I
· Possible IP Path after INIT:
· A - H, A – I
· B - H, B – I
· Primary Path in Transmitting node: A – H
· Failure case: Physical link 3 down
· SCTP function behavior in Transmitting Node
· SCTP packet is sent via A-H (A-C, F-H)→ the packet can not be sent due to Link 3(A-C) down, no ACK received
· After a certain (Path.Max.Retrans) retransmission number, Path A-H is labeled as down. (Address H as inactive)
· Primary Path is changed to A-I
· SCTP packet is sent via A-I (A-C, G-I)→the packet is lost, due to Link3(A-C) down, no ACK received
· After a certain  (Path.Max.Retrans) retransmission number, Path A-I is labeled as down
· Problem: A certain SCTP implementation may not support the switch of Source IP address A to B, and SCTP association is torn down.
The expected multihoming function is for the Transmitting Node to change the Source IP Address from A to B and resume the communication.
· Way Forward:

It seems to be a fact that not all SCTP implementation may be adopted as it is to support local multihoming. In addition, this problem may rises due to eNB card configuration.

Hence, this problem itself may not be a standardisation issue and more of an implementation issue, and it is expected that vendor proprietary solution will/should cover the problem.

However it is very important to acknowledge the problem before take a final decision that the transport network resilience/redundancy is trusted to Multihoming functionality. 
Case2: Routing table configuration which causes Single Point of Failure 
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Figure 2. Single Point of Failure case 2







 Figure 3. Routing Table causing problem
· Configuration Setting
· SCTP function and NW i/f function are in different card
· Transmitting node Source IP Addresses: A, B
· Receiving node Source IP Address: H, I
· IP Paths after INIT in node XX:2
· Primary: 1.2-1.1, 3.1-3.2
· Secondary: 2.2-2.1, 4.1-4.2
· In node YY: Primary Path： Source:4.2－Dest: 2.2
· Routing Table Config.: shown in figure3

· Failure cause: Physical link 4.1-4.2 down 
· SCTP function behavior:
· (Node XX) SCTP packet is sent via 1.2-3.2 (1.2-1.1, 3.1-3.2)
· (Node YY) received SCTP packet, send SACK via 4.2-1.2 (Route: 4.2-4-1) 
· Based on the Routing Table, ACK is sent via Link 6 (4.2-4.1) which is down, therefore ACK is lost (Node XX will not receive it)
· (Node XX) After a certain number of retransmission、decide that path 1.2-3.2 is down. Change the Primary Path into the Secondary Path 2.2-4.2
· Based on the routing table, the data is sent via 2.2-2.1, 4.1-4.2. The packet will be lost, due to 4.1-4.2 down. Node XX will not receive ACK.
· (Node XX) After a certain number of retransmission, decide that path 2.2-4.2 is down. Association is torn down.
· Problem: Single Point of Failure in this case is caused by the setting of number of possible path in node XX, and the setting of the routing table
· Solution and way forward:
· Number of path is increased to be the combination of available number of IP address (in this case is 4 path).
· If minimum number of path is used (in this case 2, instead of 4), the routing table is set so that there is no cross over.
· The problem can be solved by configuring the routing table, which either way needs to be done in the real NW deployment.

2.2. Issue on NAT

· What needs to be done if NAT is adopted according to RFC 3257:
· The NAT must have a public IP address for each represented internal IP address.
· The IP address to be seen by the peer node can be configure as such that 
· The host preconfigures an IP address that the NAT can substitute
· The NAT can have internal Application Layer Gateway (ALG) which will translate the IP Address in the INIT and INIT chunks.
· If Network Address Port Translation is used with a multihomed SCTP endpoint, then any port translation must be applied on a per-association basis such that an SCTP endpoint continues to receive the same port number for all messages within a given association.
· Another alternative is to use the hostname feature and DNS to resolve the addresses. 
·  The hostname is included in the INIT of the association or in the INIT ACK.  The hostname must be resolved by DNS before the association is completely set up. （RFC2694）
Basically the RFC gives a solution on what configuration needs to be done when NAT is implemented in the network.
Since either NAT will required a special care on the configuration, there is no significant problem on this issue.
2.3. Issue on Security

This section clarifies the relation between IPSec and Multihoming. 
It is the understanding that IKE protocol is used for negotiating IPSec SAs.
The difference between when IKE v1 and IKE v2 is used in a multihoming environment is the number of IPSec SA that needs to be established.

Let the multihoming environment as MME with M IP address of {MME IP_i,0<i<M} and eNB with N IP addresses of  {eNB IP_j, 1<j,N}
· if IKEv1 is used, the necessary IPSec SA is M*N per direction

· if IKEv2 is used, the necessary IPSec SA is 1 per direction. This is because IKEv2 supports multihoming architecture.
In SA3#50, it is decided that IKEv2 shall be used for NDS (C-plane) and Backhaul User Plane protection. [4]
Hence, for security (IPSec using IKE) issue, there is no significant problem found.
3. Comparison of redundancy in SCTP layer and IP layer (multihoming)

Based on the discussion on providing the redundancy in SCTP layer and the clarification on the multihoming problem above, table 1 tries to capture all the things that need to be considered and compared between redundancy in SCTP layer and in IP layer (Multihoming).

Table1. Comparison on the redundancy in SCTP and IP (Mulithoming)
	No
	Comparison
	Redundancy in SCTP layer
	Redundancy in IP layer

	1.
	Realisation Method
	Establishing 2 association
	Rely on Multihoming function

	2.
	Glue/binding function
	Necessary (--)

(Identifying that 2 association is going to / from the same node)

→Solution: Vendor proprietary/specific
	Not necessary (++)

	3.
	Allocation of association to UE
	 Necessary (--)

(- needs to decide which UE goes to which association, or )

→If traffic from the same UE has to be carried in one association, this function is needed

→Solution: vendor proprietary/specific
	Not necessary (++)

	4.
	SCTP SW support for local 
Multihoming (changing the 
local IP Address)
	Not necessary (++)
	Necessary (-) 
(depends on eNB card config.)

→ ‘Not all’ Generic SCTP SW may support this function

→ Vendor proprietary/specific solution is needed

	5.
	NAT support
	Relatively simple from configuration perspective (+)
	Special care on NW development configuration is needed (-)

	6.
	IPSec
	No problem identified (0)
	No problem identified (0)

	7.
	Behavior on failure on SCTP end point
	-Switch the traffic to active SCTP association
	-Activating the other SCTP endpoint (as redundancy card)

	8.
	SCTP endpoint failure impact
	-time to switch to the other active SCTP endpoint is foreseen to be fast enough (because both of the endpoints are active)

-impact only to ½ of the served UE

(++)
	-time to switch the endpoint + re-establish the association is longer
→SCTP variable state can not be switch to the new activated SCTP endpoint
→ Re-establishment of association is necessary

-impact to all the served UE

(--)

	9.

	Behaviour on failure on IP host 
(NW interface)
	- Switch the traffic to active SCTP association (if IP address used per association = 1)
	-Switch the traffic to the other available IP Address

	10.
	IP host failure impact
	-impact only to the UEs using the failed IP address
-the rest of UEs will use the other active SCTP association (IP address used per association = 1)
(0)
	-no impact as long as multihoming function works

(++)

	11.
	MME impact
	Less ability to connect to a large number of eNB

(--)
	Able to connect to a large number of eNB
(2 times larger than the SCTP layer redundancy)

(++)

	
	TOTAL
	0
	++


The table shows that:

· Both redundancy options, i.e. provision in SCTP layer and IP layer (Multihoming), will require vendor specific/proprietary solutions, i.e. comparison number 2, 3 for SCTP layer, and 4 for IP layer (Multihoming).

· From comparison no 7, 8, when the failure in SCTP endpoint occurs, having redundancy in SCTP layer may be an advantage seeing from the impact to the UE.
However, if the time necessary for SCTP association re-establishment can be optimised, then the impact to the UE can be minimised. 
· From comparison no 9, 10, when the failure in IP layer occurs, basically if the SCTP endpoint is alive and Multihoming works, there will be no impact to UE.
· From comparison no 11, single SCTP association will allow MME to be connected to a large number of eNB (which is essential to realise a relatively large pool area)
4. Way forward and proposal
The following way forward is proposed:
· To avoid complexity in the eNB and to assure that the same redundancy mechanism will workin both eNB and MME, the ‘option’ solution which allows both redundancy in SCTP layer and IP layer (multihoming) should not be adopted.
· Considering that the frequency of the SCTP endpoint failure is low enough and to avoid making double SCTP association as the bottleneck in both MME and eNB, the assumption of having one SCTP association should be maintained. 
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