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1. Introduction

Our view is that something has still to be addressed in the scope of 3GPP/RAN3 to ensure that the femto-cell market can effectively bloom up while limiting the impacts on the PLMN normal operation. 

Home eNodeB will differ in its behaviour from usual base station products, as they will be much more numerous, empty most of the time, could have an intermittent operation, could be connected to the PLMN from customer’s fixed access lines, and could be connected without full control of PLMN operator.

[1] presented several architectures for the support of home eNodeBs (HNBs) deployment.  This contribution focuses on one of them and aims at formulating an architecture proposal which could bring some benefits for the support of massive and wild deployment of home eNodeBs.
2. Discussion
The massive deployment of home eNodeBs raises several issues, in particular due to the potential high number of S1 interfaces a MME may have to support. Moreover, MMEs would have to be designed to cope with possible massive bursts of SCTP associations induced by the intermittent operation of home eNodeBs. One option is to give-up the S1-flex architecture in case of home eNodeBs [2], but this option has some drawbacks, as increasing delay and amount of signalling between MMEs during handovers between macro and femto cells.
Home eNodeBs should be kept as simple as possible to keep their cost low. Requiring them to be connected to all MMEs of a MME pool area may be seen as unnecessary [4]. However allowing a home eNodeB to be connected to only one element of a MME pool depending of the CSG it belongs to, would increase the number of inter-MME context transfers during handovers, in addition to lower handover performances.
X2 interfaces is a main feature of eUTRAN flat architecture. The deployment of a very large number of femto-base stations potentially puts a big burden on macro-NodeBs in charge of neighbouring and overlapping cells, as the number of neighbours and consequently the number of X2 interfaces they will have to cope with may explode. The working assumption so far is then that home eNodeBs are not required to have X2 interfaces with their neighbours. However the no-X2-interfaces solution has some drawbacks, in terms of mobility performances, RRM and SON [3].
2.1. HNB proxy architecture

In order to help solving the issues described above, we propose the architecture described in Figure 1 that introduces a HNB proxy function.
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Figure 1: Proxy-based architecture for HNB deployment
According to that architecture, the proxy function acts as one X2 proxy and one S1 proxy and is in charge of a set of home eNodeBs. 
The S1-C proxy is connected to all MMEs in a pool through S1-C interfaces (similarly to macro eNodeBs), while connected to each home eNodeB via one single S1-C interface. Thus, home e-NodeBs behind a HNB proxy are hidden from the MME, and conversely, each home e-NodeB sees the HNB proxy as one single (virtual) MME. 
On its southbound side, X2 proxy is connected to each home eNodeB it is in charge of, through one X2 interface per home eNodeB. On its northbound side, it is connected through other X2 interfaces to macro eNodeBs managing cells overlapping one or several home eNodeBs managed by the proxy. Thus, from the viewpoint of macro eNodeB's X2 connectivity, the set of home eNode Bs behind a proxy appears as a single (virtual) node with a single X2 interface. X2 proxy would typically be connected to few macro eNodeBs (e.g. ranging from 1 to 10).

It is FFS if S1 and X2 user plane proxies are also needed. We feel it might be needed anyway for security and topology reasons.
We think the proxies do not have to be interconnected together via X2. Should efficient handover be needed between 2 home eNodeBs (e.g. campus scenario), we think involved home eNodeB could be connected to same proxy at the deployment phase.

It is no doubt that the number of S1 and X2 interfaces is drastically reduced:

· Home e-NodeB:
1 S1 interface and 1 X2 interface

· Macro e-NodeB:
1 X2 interface for all HNBs behind a HNB proxy

· MME: 
1 S1-C interface for all HNBs behind a HNB proxy

A HNB proxy function is assumed to cope with up to 1000 home e-NodeBs. We can envisage to embed the function in a dedicated node, or to co-locate it within a macro home e-NodeB, a security gateway, or even a fixed access gateway.
2.2. HNB proxy behaviour
2.2.1. Handling of AP-ID
For the sake of convenience, we here define two reference points between HNB proxy and HNB/MME as follows:

· S1-h the S1-C interface between HNB proxy and HNB, 

· S1-m the S1-C interface between HNB proxy and MME.
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Basically, the HNB proxy has to maintain for each user context present in one HNB, the association between the following information:

	AP-ID over S1-C
	AP-ID over S1-h
	AP-ID over S1-m

	MME_S1AP_UE_Id
	VMME_UE_Id
	MME_UE_Id

	ENB_S1_AP_UE_Id
	HNB_UE_Id
	VENB_UE_Id


VMME_UE_Id and VENB_UE_Id are determined by the HNB proxy at the time of setting up the UE context (e.g. at the time of transition to active mode, or upon handover to HNB cell). HNB_UE_Id is determined by the home eNodeB, MME_UE_Id is determined by MME. In each UE context, the HNB proxy maintains in addition the identifiers of the home e-NodeB and the MME which both deal with that UE.

· Once the context is established, the HNB proxy handles the S1-m signalling messages as follows: 

· it extracts the pair MME UE Id and VENB_UE_Id of the incoming S1-m, and 

· it looks in the table the associated context to read the identifier of HNB dealing with the context. 

· It identifies the destination HNB from the UE context indexed by the VENB_UE_Id

· it replaces in the received message the value MME_UE_Id with VMME_UE_Id, and the value VENB_UE_Id with HNB_UE_Id as stored in the association table,

· it sends the modified message to the destination HNB via the corresponding S1-h interface.

· Similar operation is performed by the HNB proxy with incoming S1-h messages: 

· it extracts the pair HNB_UE_Id and VMME_UE_Id of the incoming S1-h, and 

· it looks in the table the associated context to read the identifier of MME dealing with the context. 

· It identifies the destination MME from the UE context indexed by the VMME_UE_Id

· it replaces in the received message the value VMME_UE_Id with MME_UE_Id, and the value HNB_UE_Id with VENB_UE_Id as stored in the association table,

· it sends the modified message to the destination MME via the corresponding S1-m interface.

· When the HNB proxy receives a paging notification from one MME to be sent over one Tracking Area, the HNB proxy relays the paging notification to each home e-NodeB which has one cell configured with the involved Tracking Area
Indeed, the handling of S1 messages at HNB proxy requires very little processing.

On X2 interfaces, the HNB proxy has a similar behaviour as for S1 interfaces, i.e. it extracts some specific IEs from received message, looks on a table, identifies the destination node, patches in the message these specific IEs with new values coming from the table, and forwards the message to the destination node.
Following sections show how HNB and MME nodes and the mapping of the different UE identifiers can be maintained in the newly introduced proxy function, provided a slight modification of S1-AP message.
2.2.2. UE context setup
The UE context in the proxy HNB allowing it to perform S1-C message translation can be setup when a mobile powers on or switches from idle to active while located in a home e-Node B cell.
Up to now, when a UE sends an RRC Initial Direct Transfer message to a NodeB, the UE includes the IDNNS (Intra-Domain NAS Node Selector) IE, so that the nodeB can route related NAS message to the corresponding MME network node. If the IDNNS includes no valid routing information (e.g. at UE powered on), the HNB executes a NNSF (NAS Node Selection Function) to select a suitable MME.

In case S1-C proxy hides the set of MMEs in the pool to HNB, HNB can not route the message to the MME directly. 3GPP specifications have to be modified to let the message be routed up to the destination MME (as seen from UE viewpoint).

This behaviour has to be slightly modified with the introduction of a HNB proxy function as depicted in Figure 2. In addition to the legacy behaviour, the home eNodeB relays the IDNNS information received from the UE via the RRC Initial Direct Transfer message in the Initial UE Message sent to its HNB proxy, which is seen as the only MME the home eNodeB is connected to.

If the IDNNS IE includes a valid MME routing information, the HNB proxy can thus relay the Initial UE Message (with the IDNNS IE removed) to the corresponding MME. If the IDNNS IE does not include such a valid MME routing information, the HNB proxy runs a NNSF function so as to choose a MME.
During the procedure, the proxy HNB sets up an internal context for the UE, in order to further forward S1-C traffic back and forth between the home eNodeB and the MME.
Proposal: Initial UE Message includes an optional IDNNS IE.
The presence of this IDNNS IE is mandatory for home e-Node B connected to PLMN via a HNB Proxy. Whether or not a home eNodeB is behind a HNB proxy can be configured by O&M.
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Figure 2: HNB proxy behaviour during Initial Direct Transfer / RRC Connection Request
Note : Initial UE Message should thus be partially decoded by the proxy to get the IDNNS value which will be used to route the message to the destination MME. This raises some decoding complexity at proxy side, that is however restricted to the Initial UE Message
2.2.3. Handover through X2
The UE context in the proxy HNB can also be setup when a mobile hands over from a macro-cell to a femto-cell.

Since all home eNodeBs behind a HNB proxy are hidden from neighbouring macro esNodeBs, when a UE has to be handed over to a femto-cell, the source eNodeB contacts the HNB proxy with an X2-HandoverRequest message.

This message shall already include necessary routing information for a target eNodeB to be able to contact the MME in charge of the context of the UE. Hence, the introduction of a HNB proxy does not require further standardisation effort.

2.2.4. User plane proxies

It is FFS if user plane proxies are also needed for User Plane interfaces. We feel however it might be needed anyway for security and topology reasons. Since home eNodeBs are likely to be connected to the PLMN transport network through non-secured transport trunks, the HNB proxy function could typically be co-localised with a security gateway.

2.3. Notes
The addition of a HNB proxy will add a delay for all packets to and from a home eNodeB. However this extra delay could be negligible since proxy operations are quite simple. For the user plane, the operations on packets are similar to the one done by a security gateway. For the control plane and in particular mobility management, the extra delay should be acceptable, especially since the HNB proxy make X2 handovers possible. 
Even if the HNB proxy is seen as an MME from underlying home eNodeBs, an HNB proxy is quite different from a MME. It does not has to deal with UE mobility nor to interpret the entire S1-AP messages, but just to replace the contents of some  well positioned IEs of received S1-AP messages, before forwarding them.
The HNB proxy introduces a single point of failure in the architecture, since if one HNB proxy fails, all underlying home e-NodeBs will stop operation. This situation is similar to xDSL situation: if one DSLAM fails, all corresponding lines are interrupted for some time.  Moreover, solutions exist to backup the node embedding the proxy function. This is seen as acceptable for home e-NodeBs
3. Conclusions
The HNB proxy architecture as described above allows the deployment of massive home-eNodeBs, by allowing:
· to relax MME load since the number of S1 interfaces is reduced,
· to keep home eNodeBs design simple as a unique S1 interface is needed, without impacting intra MME pool mobility,
· to allow home eNodeBs to have a X2 interface with little impact on neighbouring macro eNodeBs.
This can be done with to following proposal:
Proposal: Initial UE Message includes an optional IDNNS IE.

Companion contribution R3-0863 contains the text proposal.
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