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1
Introduction

This contribution meditates on overload and load balancing mechanisms currently under discussion for the S1 interface.

2
Discussion

In R3-071788/S2-073906 SA2 informed RAN3 about discussions on overload mechanisms on S1, in particular the possibility of MMEs to inform E-UTRAN nodes of  overload situations – “in a scaleable manner”. Further SA2 requests to consider the application of a similar mechanism to UTRAN deployment scenarios where NodeB and RNC functionality are co-located – but this is not considered in this paper.

2.1
Load Balancing

There have been discussions to consider – instead of overload mechanisms – a kind of load indication mechanism in order to avoid single nodes in a pool being overloaded, resulting in a scheme for load balancing. This load-indication could be provided from the MME(s) to all connected eNBs from time to time, in a kind of round-robin scheme. This scheme should be capable of overcoming the scaling issue (at least it should be considered in favour of any multicast technique).

Load balancing is a mechanism which is related to “normal” operation in a network. Compared to overload situations, imbalances of load in nodes on the same hierarchical level might happen, but are not to be regarded as exceptional and as critical as overload situations.

The possibility to influence load imbalances in MMEs is restricted to the number of subscribers associated with a certain MME. MME Pool Areas are typically very large and therefore the rate of newly entering UEs is relatively low compared to the total number of UEs. This leads to long time scales for changing the assignment of UEs to MMEs. 
Simple configuration of the S1 Flex function within the eNB, taking into account different weight factors for UE assignment to MMEs at new entry (whereas the weight factor simply reflects the traffic capacity of the MME) should already achieve a very good load balancing. Of course, the configuration has to be performed correctly, i.e. it needs to be well known know which MMEs can handle more UEs than others to assign the weights correspondingly, those performance figures might be hard to be compared to a certain level of accuracy, but it is assumed that already a coarse estimation should be sufficient. In case this simple weighting is deemed to be insufficient SON can serve as a “deus-ex-machina” for sure, but it is not assumed to be necessary, from an NSN point of view.

Elaborating a bit on the assumption, that Load Indications are provided by MMEs to eNBs and assuming that eNBs are supposed to react in some way on those load indications, it can be stated that this kind of control mechanism results in control loops across n:m relationships,  especially if they are based on slow periodic updating. It should be noted, that most probably each node applies its own algorithm on such information. It is very likely that this results in oscillations in the load balancing behaviour of the overall system, at least it might be hard to predict a system’s actual behaviour with this of mechanism.

 

The only use case one can foresee for this kind of load indication is when a new MME is brought into the pool, where it would be nice to assign more UEs to it while it is still not fully loaded. But also in this case, the control loops would need to be based on very conservative algorithms too avoid load oscillations.
2.2
Overload

Overload situations usually have another characteristic than load-imbalances (i.e. load-imbalances that do not reach any overload threshold). Overload situations are usually exceptional. Network design has to face the fact, that sometimes there is a mismatch between traffic demand and network capacity. 

So some kind of overload indication would be good. Resulting actions could be less severe than dropping connection, e.g. access class restrictions or RRC Connection Rejects. Again, any kind of control loops, which could introduce load oscillations while reducing the number of active connections should be avoided and simple mechanisms be preferred.

If an Overload Indication is provided to eNBs, the available possibilities to reduce load in the MMEs should be discussed first – those possibilities should be discussed together with RAN2. Whether those possibilities need to be specified in E-UTRAN TSs is still to be discussed. 

Further, it should be studied, whether eNBs should receive indications if the load situation in a network is stable enough that eNBs can stop executing load-reduction functions. 

As in case of S1-flex MMEs act in a pool, it would be advantageous if overload-indications are provided by the MME-pool in a co-ordinated manner: 

-
firstly, the overload-indication should refer to the MME pool as such (not to single MME nodes only) and, 

-
secondly, the eNB does not have to receive overload indications from all MME-nodes in a pool, i.e. the MME pool should be able designate a single MME node as the one communicating with one eNB (MME nodes in a pool could still share the communication towards the eNBs connected to the pool).

3
Proposal

It is proposed to consider the elaboration provided in this paper for S1 Overload discussions.
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