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1 Introduction and Abstract
In RAN3#57bis the “end marker packet” solution was chosen as a working assumption for the X2 handover DL scheme [1]. This scheme indicates to the target eNB that no more packets will be forwarded from the source eNB by relaying at least one “end marker packet” that is inserted at the S‑GW after performing path switch.
While actually preferring a ‘EPC less’ variant of this scheme [2], Nokia Siemens Networks supports the working assumption that has been agreed on at the last meeting rather than GTP-U sequence number based solutions. 
This contribution discusses whether mechanism like “end marker packet” or “GTP-U SN” solution can be considered as optional improvements rather than mandatory mechanisms. Based on the discussion we conclude that these solutions shall be introduced as optional optimizations.

2 Discussion
Encouraging simulation results from Nokia Siemens Networks [i.] show that the handover, concerning in sequence delivery of the forwarded DL data packets, performs surprisingly well already only by providing higher priority handling at the TNL for those forwarded packet types whose services or client layers are known to be deteriorated by out of sequence delivery, i.e. TCP based transport is sensible to out of order deliveries and may reduce the packet stream significantly and thus cause service degradation that is perceptibly to the end user. 

Attached simulation shows that the behaviour is already improved just by applying a scheduling architecture with combined SPS/DRR scheme at the TNL instead of a simple SPS scheme, i.e. a separate class is used for the forwarded data traffic.


[image: image1]
The following figure shows as a result the cumulative distribution function (cdf) for the ratio of [out of order packets]/[forwarded packets] for four different detach times. The detach time is the period where the UE is not connected to an eNB. For further details on the parameters of the simulation please consult attached document.

[image: image2.emf]
The result shows that 70% to 75% of the handovers concluded with in strict in sequence delivery (“0” out of order packets).

It must be noted that the simulation did rely on priority handling at the TNL. Priority based handling of forwarded packets over packets that are arriving from the S1 interface was even not considered. We expect that applying such a priority handling at the target eNB will further reduce the probability for out of order delivery events and believe, based on the discussed measures alone, that a sufficiently high level of handover quality is already achieved yet. This allows further improvements being considered as OPTIONAL optimizations.

Conclusion: Improvements like the agreed working assumption introducing “end marker packets” shall be standardized as optional optimizations.

3 System Impacts of having “end marker packet” feature “optionally” deployed in CN.

The handover at the X2 interface may occur with or without data forwarding. This decision is assumed to depend on QoS information. If the end marker packet feature is used then the S‑GW will send a end marker packet as last packet before performing the path switch. Note: because it is assumed that the S‑GW isn’t informed about E‑UTRAN details of the HO, it is expected that an end marker packet will be received at the souce eNB even for the case that a HO occurs without data forwarding.

If the end marker packet feature is optional, it depends on the S‑GW, if end marker packets are inserted or not. However, it’s essential for the eNB to know about the support of the feature because eNBs may have to operate differently, depending on the fact whether a end marker packet will be received. For example, it the feature isn’t supported then a target eNB will process packets that arrive at the S1 interface and when no packets are available at the buffer for received forwarded X2 packets, i.e. it will handle received packets from X2 with priority, but process packets from S1 otherwise. On the other hand, if the feature is supported it may suspend processing of packets that are received at S1 interface unless the end marker packet will be received at the X2 interface.

Consequently configuration data has to be available at eNB. For the plain X2 based intra LTE handover the configuration shouldn’t require big effort, because both source and target eNB are connected to the same S‑GW.
S‑GW specific configuration information is sufficient for that case.

The complexity increases for the case of S1 initiated intra LTE handovers that utilize X2 connectivity optimisations, i.e. direct forwarding of user data when X2 interface is available. Then source and target eNB may be connected to different S‑GWs and therefore the path switch has to be performed at the PDG rather than at any of the involved S‑GWs. However, the eNB isn’t expected to know which PDN-GW terminates the Bearer in the EPC.
Therefore it’s not simple thing to have a PDN‑GW dependent information available at the eNB in order to know whether end marker packets are inserted or not. The easiest solution in this case is to use a PLMN wide, ‘global’ configuration data at the eNBs. The operator decides whether the end marker feature shall be used for optimising S1 initiated intra LTE handovers. If an operator deploys at least one PDN‑GW that doesn’t support the end marker feature then it’s saver to switch off the feature. Otherwise the eNB would expect a handover optimised by the end marker packet that will never be received and supervision timers would have to expire before packets that have been arrived at the S1 interface could be processed by the target eNB.

4 Proposal

It is proposed to consider attached simulation results and, based on these, to discuss whether the agreed working assumption for the “end marker packet” solution can be considered as optional improvements. Finally, it is proposed to agree on the conclusion that:

· Improvements like the agreed working assumption introducing “end marker packets” shall be standardized as optional optimizations.
If agreed we propose to update TS 36.300 accordingly and to send a LS in order to inform S2/CT4 (cc: RAN2) about the decisions.
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7 Specification impact

7.1 36.300

The impact on TS 36.300 is estimated by checking against the agreements TDoc for data forwarding from RAN3#57bis meeting [1].

For the following proposed changes it is assumed that the working assumption on end marker packets will be agreed. It’s also assumed that the possible improvements for S1 initiated handover with existing X2 interface according to [3] are agreed.

Begin of proposed changes:

2. X2 Handover and S1 initated Handover with X2 interface support - DL scheme

2.1 Introduction

The discussion in RAN3#57 was based on document R3-071500. Especially figure 1 was used as example.

Note: Figures in 2.1 and 3.1 are examples, and does not represent any agreed scheme.
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Figure 1: PDCP SN transfer at data forwarding
2.2 Agreements

RAN3 has made the following agreements on the forwarding scheme:

· X2AP signalling will support X2AP handovers with and without data forwarding. The following bullets assume that the handover is performed with forwarding.

· The next PDCP SN the target should use when assigning PDCP SN to SDUs not yet having an SN will be provided via X2AP protocol means.

· While forwarding, the source eNB shall provide the PDCP SN for PDCP SDUs that have been processed already by the PDCP entity, and have not been already fully acknowledged on Uu by the UE. The PDCP SDU SN is transferred in GTP-U packets over X2 using the existing GTP-U Extension header field PDCP PDU SN within the PDCP PDU Number Extension Header.

· The target eNB shall use the PDCP SN if they are available in the GTP-U packet on X2

The source eNB shall stop assigning SNs and process SDUs once it has provided the next-to-be-assigned-SN-info to the target, consequently PDCP SDUs that are forwarded after that moment shall not contain any PDCP SN.

RAN3 has made the following agreements on reordering in target eNB:

· Protocol means will be specified in order to aid the target eNB to decide on when forwarding of packets over X2 is finished. 
· After performing the path switch, SGW or PDN‑GW will optionally send at least one “end marker packet” which will be forwarded from the source eNB to the target eNB. The “end marker packet” will indicate to the target eNB that no more packets are expected to be forwarded from the source eNB.

RAN3 has made the following agreements on node configuration in order to allow co-existence of EPC entities that support insertion of end marker packets and EPC entities that doesn’t support the feature.:

· In the case of a X2 handover the eNBs for each connected SGW gets the information whether the SGW supports end marker packet insertion or not. These information may be retrieved from configuration data or from capability information.
· In the case of a S1 initiated handover with optimizations via an existing X2 interface each eNB has a ‘global’ configuration data that informs the eNB whether the end marker feature is supported or not. ‘Global’ means that it holds the same value within a PLMN.
2.3 Identified Open Issues

RAN3 has identified the following open issues:

· Forwarding mechanisms e.g. whether the forwarding decision made by the network is only driven by selected RLC mode or by network considerations

3. X2 Handover and S1 initated Handover with X2 interface support - UL scheme

3.1 Introduction

The discussion in RAN3#57 was based on document R3-071502. Especially figure 2 was used as example.

Note: Figures in 2.1 and 3.1 are examples, and does not represent any agreed scheme.
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Figure 2: Forwarding of UL data with PDCP SN attached
3.2 Agreements

RAN3 has made the following agreements:

· X2AP signalling will support X2AP handovers with and without data forwarding. The following bullets assume that the handover is performed with forwarding.

· The source eNodeB shall forward any out of sequence received PDCP SDU together with its respective PDCP SN to the target eNodeB during an X2 based intra-LTE handover (this represents a confirmation of the RAN2 agreements in the LS). The PDCP SDU SN is transferred in GTP-U packets over X2 using the existing GTP-U Extension header field PDCP PDU SN within the PDCP PDU Number Extension Header.

· if UL forwarding is used, separate tunnels shall be established for the forwarding of uplink and downlink data respectively.

· An X2AP message will be used to convey a list of missing UL PDCP SN(s) to the target eNB. This message will be the same message as will be used to convey the DL PDCP SN.

3.3 Identified Open Issues

RAN3 has identified the following open issues:

· If forwarding is not used, should the source eNB always discard the packets received out-of-sequence?

4. S1 Handovers without X2 interface support – UL and DL scheme

4.1 Introduction

The following section summarizes the discussion in RAN3#57bis.

4.2 Agreements

RAN3 has made the following agreements:

· For UL, a cumulative retransmission scheme will be specified. This means that the UE retransmits all SDUs starting from the first non-ACK-ed SDU in the target cell.

4.3 Identified Open Issues

RAN3 has identified the following open issues:

· 
· cumulative forwarding or selective forwarding for DL (as decided today per LS R3-071284/R2-072326) is FFS: cumulative forwarding means that the source eNB would forward all the SDUs starting from the first non-acknowledged SDU, it has dependency with RAN2 decisions.

·  need of S1 message for conveying PDCP status is FFS: it has dependency on decision on  cumulative forwarding and RAN2 decision on security.

End of proposed changes.
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Abstract— In order to ensure long-term competitiveness of 3G 


technology, a new study item has been started by 3GPP to define 
the Long Term Evolution (LTE) of 3G. The scope of the LTE 
concept is to improve the system performance in terms of data 
rate, throughput, latency, coverage and cost. LTE introduces a 
pure packet based architecture, with distributed mobility 
management, where active mode handover decisions are done by 
E-UTRAN Node-Bs (eNB). During handover, downlink user data 
is forwarded between the involved eNBs. This paper provides an 
overview of the LTE and the intra-MME/SAE Gateway handover 
procedure. The impact of the forwarding on the user connections 
is evaluated with NS2 based simulations. 
 


Index Terms — LTE, handover, forwarding, packet transport. 


I. INTRODUCTION 
S UMTS is currently under deployment in Europe, the 
system’s performance improvement and cost optimization 


is of special interest. The need for improved performance and 
services provided by the system is mostly driven by the 
competitive high speed radio access technologies (WiMAX) 
and by the end user’s demand to extend the number of packet 
based services available over wireless access. The first step to 
improve the UMTS performance was the introduction of High 
Speed Downlink Packet Access (HSDPA) standardised with 
3GPP Release 5 and High Speed Uplink Packet Access 
(HSUPA) [1] standardised with 3GPP Release 6. The 
theoretical peak data rate provided by the former is 14.4 Mbps 
whereas the latter is capable of providing a peak data rate of 
5.76 Mbps in uplink. These enhancements are ensuring the 
mid-term competitiveness of the 3GPP. However, in long-
term, the same drivers (competition and end user demands) 
require that further improvements in terms of latency, user data 
rate, system capacity and cost are considered.  This can be 
achieved by evolved radio interface and packet based network 
architecture defined by the 3GPP’s Evolved UTRA (E-UTRA) 
and UTRAN (E-UTRAN) study item. 


The main objectives of Long Term Evolution (LTE) are [2]: 
(1) instantaneous peak data rate 100Mbps in downlink and 50 
Mbps in uplink within a 20 MHz spectrum allocation, the data 
rate is scalable with the spectrum allocation; (2) user 
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throughput improved by factor of 2 - 3 in uplink and downlink 
respectively; reduced control-plane latency; (3) user-plane 
latency below 5 ms for small IP packet in an unloaded 
network; (4) improved spectrum efficiency by factor of 2 - 3 in 
uplink and downlink respectively; (5) co-existence and inter-
working with legacy standards; (6) reduced cost. 


LTE introduces IP based architecture, with distributed radio 
resource and mobility management, where handover decisions 
are done by the eNBs. In case of intra-system handovers, there 
is a time period when the User Equipments (UE) are not 
connected to the system. During this time (Detach Time) the 
downlink user traffic is forwarded from the Source eNB to the 
Target eNB. The length of this time and the extra delay of the 
forwarded packets might decrease the Quality of Service 
(QoS) perceived by the end user. In this paper we describe a 
simulation framework implemented in NS2 and evaluate the 
impact of the forwarding on the user connections and propose 
a solution that improves the overall performance.   


The rest of the paper is organized as follows. Section II 
provides an overview of the LTE. Section III describes the 
simulation models and assumptions. Performance evaluation 
results of the LTE system with handover are provided in 
Section IV. Finally, Section V concludes the paper. 


II. LTE OVERVIEW 
The LTE is providing transition from the circuit and packet 


switched UMTS architecture to a pure packed based 
architecture with reduced number of nodes. This transition 
means reduced cost and latency, i.e. the scope is to define a 
slimmer, simpler system by exploiting the benefits of IP based 
transport. The proposed radio interface is OFDMA in 
downlink and SC- FDMA in uplink. 


A. Architecture 
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Fig. 1.  E-UTRAN architecture 
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The LTE architecture (Fig.1.) consists of eNBs, Mobility 
Management Entity (MME) and System Architecture 
Evolution (SAE) Gateways [3]. The eNBs are connected to the 
MME/SAE Gateway by the S1 interface whereas X2 interface 
is interconnecting the eNBs. The latter exists between 
neighboring nodes that needs to communicate with each other. 
The X2 Interface is used also on U-plane for temporary user 
downlink data forwarding during the Inter eNB handovers. 


The main functions of the eNB are: radio resource 
management (radio bearer control, radio admission and 
connection mobility control, dynamic scheduling) and routing 
user plane data towards SAE Gateway. Concentrating the radio 
resource and mobility related functions to the eNB (hiding 
these from the core network) enables the creation of a packet 
optimized radio access, where active mode mobility control is 
done at eNB level (decentralized mobility management) and 
handover decisions are performed autonomously at eNB level. 


Functions hosted by MME/SAE Gateway: distribution of 
paging messages to eNBs; security control; encryption of user 
data streams; switching of U-plane to support of User UE 
mobility; idle mode mobility handling.  


B. Radio Protocol Architecture 
One of the differences between LTE and UMTS is that there 


is no Iub-like interface in the LTE, i.e. both user plane – 
Packet Data Control Protocol (PDCP), Radio Link Control 
(RLC) and Medium Access Control (MAC) – and control 
plane – Radio Resource Control (RRC) – Radio Layer 
protocols are located in the eNB. In this architecture the outer 
ARQ and HARQ are located in the eNB as well. 


The PDCP is responsible for header compression and 
decompression using Robust Header Compression (RoHC). 


The RLC provides AM or UM (acknowledged or 
unacknowledged mode) data transfer service, performs 
segmentation and concatenation if necessary, error correction 
by retransmissions in AM through ARQ and ensures in-
sequence delivery of SDUs. Scheduling, HARQ processing 
and assembling transport blocks (TB) for the physical layer are 
done at the MAC. Fig. 2 illustrates the basic data flow through 
the link layer in downlink. In order to decrease the overhead 
caused by the link layer, the segmentation in RLC is done only 
after the available TB size is indicated by the physical layer, 
which will result in variable-sized RLC PDUs. The ARQ 
retransmits either RLC SDUs (IP packets) or RLC segments. 
ARQ retransmission decisions can be based on ARQ-HARQ 
interactions i.e. based on the information received from HARQ 
about the status of a TB (HARQ-assisted ARQ). The packet 
scheduler is located in the MAC and operates with a 
scheduling period of 0.5 ms, hence the available radio 
resources (e.g. time/frequency chunks or resource blocks) are 
redistributed between the users by taking into account the 
negotiated QoS requirements, amount of buffered data for each 
connection, instantaneous radio channel conditions, actual 
DTX/DRX circumstances and UE capabilities during this 
period. In downlink, all information is available in the eNBs, 
but in uplink additional MAC signaling is required. As 
scheduling decisions are made in the eNBs, but the data 
buffers are located in the UEs, buffer status reports are 
required from the UEs in order to implement QoS-aware 
scheduling. The HARQ functionality uses N-process Stop-and-
Wait algorithm and supports incremental redundancy and 
chase combining. 


C. Handover 
In LTE, the active mode mobility management is 


distributed, i.e. the eNBs are making the handover decisions 
autonomously without involving the MME/SAE Gateway. The 
necessary handover (HO) information is exchanged between 
the eNBs via the X2 interface. MME/SAE Gateway is notified 
with a handover complete message after a new connection is 
established between UE and the Target eNB. Upon reception 
of this message, the MME/SAE Gateway performs the path 
switching. There is a time (Detach Time) during which the UE 
is not connected to the system. This solution requires 
temporary forwarding of user data from the Source eNB to the 
Target eNB. There is no temporary buffering of user data at 
the MME/SAE Gateway. The benefit of this handover solution 
is the decreased signaling load on S1 interface. 


The main steps of the handover procedure (Fig. 3): 
1) The handover is triggered by the UE that sends a 


Measurement Report to the Source eNB. The Source eNB 
makes the handover decision based on the Measurement 
Report and Radio Resource Management (RRM) 
information.  


2) HO preparation phase starts by sending HO Request from 
Source eNB to Target eNB. This message contains all the 
relevant HO information (UE-RAN, PDCP context etc.). 


3) The Target eNB saves the context, prepares L1/L2 for the 


 
 
Fig. 2.  User – plane data flow through link layer  
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HO and responds to the Source eNB with a HO Request 
Ack that provides information for the establishment of the 
new radio link. The information includes the new Cell 
Radio Network Temporary Identity (C-RNTI). 


4) The Source eNB transfers all the necessary information to 
the UE in the HO Command. This marks the end of the 
HO preparation phase. From this instant the Source eNB 
stops sending and receiving over the air. Instead it 
forwards DL data to Target eNB. To minimize PDCP 
packet loss, forwarding starts with buffered but not 
acknowledged RLC SDUs. The UE performs radio link 
establishment to Target eNB after the starting time 
indicated in HO Command elapses. This procedure 
involves detaching from the old cell, synchronizing to the 
new one, obtaining timing advance and uplink allocation. 
During this time (Detach Time) there is no radio 
connectivity to the system (the UE is disconnected from 
Source eNB and it is not connected to the Target eNB 
yet). 


5) UE informs the Target eNB about the success of radio 
handover by sending Handover Confirm message. Up to 
this time the Target eNB buffers DL data received from 
the Source eNB. After receiving this message it starts 
transmitting the buffered data to the UE.  


6) The Target eNB initiates data path switching by sending 
Handover Complete to MME/SAE Gateway. UE location 
information is updated at MME/SAE Gateway after 
receiving the Handover Complete message and it 
performs the path switching after which packets are 
directly sent to the Target eNB. 


7) The MME/SAE Gateway confirms the path switching with 
a Handover Complete Ack message. After receiving this 
message the Target eNB sends a Release Resource (8) 


indication to the Source eNB that can flush its forwarded 
DL data buffer that was stored in for case of fallback. The 
Source eNB still continues forwarding in-transit packets. 


RLC SDUs sent in uplink during handover and successfully 
received by the Source eNB are forwarded to the SAE 
Gateway whereas the RLC PDUs that are not received 
successfully until the handover ends are discarded. The UE 
retransmits the uplink RLC SDUs that have not been 
successfully received by the Source eNB. Correspondingly, 
uplink RLC SDUs and the uplink RLC context are not 
forwarded to the Target eNB by the Source eNB. 


The service quality experienced by the end user during 
handover is affected by: the Detach Time during which the UE 
is not connected to the system; the delay of the forwarded 
packets; the delay difference between the direct path and 
forwarded path (after path switching there can be packets in 
the system that are forwarded and in the same time packets are 
arriving in the new path to the Target eNB) and the amount of 
discarded UL packets. The delay difference between the direct 
and forwarded path can cause out of order delivery of 
downlink packets, duplicate TCP segments and TCP timeouts. 
Duplicate packets might arrive in uplink as well due to 
retransmission of the discarded PDUs. In this work we 
evaluate the impact of the intra-MME handover on the end 
user connections in function of the handover Detach Time, 
transport delay and propose a transport solution that improves 
the overall system performance. 


III. SIMULATION ASSUMPTIONS AND MODELS 
The simulated system scenario is shown in Fig. 4. The 


topology consists of four eNBs connected to the access routers 
(AR1 and AR2) via 10 Mbps Ethernet links. The core site with 
the MME/SAE Gateway and core router (R1) and the access 
routers are interconnected in a mesh topology, with 100 Mbps 
Ethernet links. 


Mobile users are either having data connections or VoIP 
connections. Data users are originating web page retrievals 
(HTTP v1.1 with pipelining) and file downloads (FTP) from 
servers located on the Internet. Web page parameters are 


 
Fig. 4.  Simulation topology 


 
 
Fig. 3.  Intra MME/SAE Gateway handover with forwarding over X2  
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defined according to [7]. File download consists of 
downloading one file during the whole simulation time (10 
minutes). The transport protocol was TCP Reno; the maximum 
advertised window size was 48 kbytes; the maximum TCP/IP 
packet size was set to 1500 bytes. 


The VoIP users are establishing AMR12.2 coded voice 
connections with activity factor 0.6. The voice frames are 
generated every 20 ms during the On period (exponentially 
distributed with 3 s mean). During the Off period (expo-
nentially distributed with 2 s mean), silence frames are 
generated at every 160 ms. Frames are encapsulated into 
RTP/UDP/IP packets at the source.   


The total number of active users was set to 200 (130 VoIP, 
50 HTTP and 20 FTP). When the simulation is started the 
users are distributed evenly among the four eNBs. During the 
simulation, the users are moving in random direction with 
constant velocity of 3 km/h. 


Radio Layer 2 (PDCP, RLC, MAC) protocols with ARQ, 
HARQ, and packet scheduler functionality are implemented 
based on the requirements defined in the related 3GPP 
documents [2], [3]. 


The physical layer model of the simulator employs the 
Exponential Effective SINR Mapping (EESM) [4] in order to 
implement the link-to-system interface. The system simulator 
obtains TTI capacity values and block error probabilities from 
the physical layer model. Channel realizations are generated 
according to the extended SCM channel model [5], using the 
suburban macro assumptions. Path loss, penetration loss and 
shadow fading parameter values are taken from [6], Annex 
A.2. System bandwidth is assumed to be 10 MHz, the inter-site 
distance is 500 m. Adaptive coding and modulation schemes 
correspond to the schemes in [6] as well.  


Decisions regarding the modulation/coding scheme in a 
particular TTI are based on the Channel Quality Indicator 
(CQI) reported by the mobile station. A 4-TTI reporting delay 
is incurred in the simulations. A simplified CQI reporting 
scheme is adopted, which produces a single scalar report per 
TTI. This CQI value is based on the instantaneous SINR, but 
will be corrected according to the channel frequency response. 
The modulation switching thresholds are adjusted such that the 
probability of an erroneous first transmission is about 20%. An 
additional control loop adjusts these thresholds slightly to 
compensate for the short-time channel variations which would 
produce inferior channel usage if only the fixed thresholds 
were considered. Hybrid ARQ using Chase combining is also 
incorporated into the simulations. 


In E-UTRAN, IP is used in transport mode i.e. user plane 
connections are carried in tunnels. The packet transport stack 
implemented in the simulations uses the GPRS Tunneling 


Protocol (GTP); the transport protocol stack is 
GTP/UDP/IP/Ethernet, with each user connection carried over 
a separate tunnel. Upon path switching at the MME/SAE 
Gateway a new tunnel is created between the MME/SAE 
Gateway and the Target eNB.  


Possibility of providing service differentiation on the 
transport network was the basic assumption of the simulation 
model. Three priorities have been defined: the highest priority 
has been allocated to the handover control messages, the 
second to the VoIP frames and finally, the lowest priority to 
the data traffic. A Strict Priority Scheduler (SPS) was 
implemented in the routers and eNBs that corresponds to the 
service scheme as shown in Fig. 5. (a). This scheduling 
architecture ensures that the transport component of the 
handover delay (the time spent between initiating the handover 
procedure and receiving the Release Resource message) is 
low. 


In order to decrease the impact of handover on the user 
connections an alternative hierarchical scheduling architecture 
has been also implemented where the forwarded packets are 
mapped into a separate service class. Forwarded and data 
packets are scheduled by a Deficit Round Robin (DRR) 
scheduler (Fig. 5 (b)). The weight allocated to the forwarded 
packets was set relatively high, to 0.8. This is done in order to 
limit the delay of the forwarded packets, which are going to 
have longer route through the links and nodes connecting 
Source eNB and Target eNB. The size of the buffers was set to 
600 packets. The drop policy at the control and VoIP buffers 
is a simple tail drop whereas WRED has been implemented for 
the data buffers. 


The size of the Layer 3 Handover Control messages was set 
to 600 bytes. The simulation model assumes that the handovers 
are always successful i.e. there are no handover failure cases.  


The system performance was investigated with Detach Time 
set to 5 ms, 10 ms, 15 ms and 20 ms. 


The delay between the file/web servers and the MME/SAE 
Gateway is assumed to be 100 ms and no packet loss is 
assumed in between. 


IV. NUMERICAL RESULTS 
The impact of the Detach Time on the amount of forwarded 


TCP segments is shown in Fig. 6. It is visible that the average 
number of forwarded TCP segments is increasing only slightly 


 
Fig. 5.  Scheduling architecture with three priorities (a) and hierarchical with 
separate service class for the forwarded packets (b). 
  


10


12


14


16


18


20


22


24


26


28


30


5 10 15 20
Detach time [ms]


N
r.


 o
f f


or
w


ar
de


d 
TC


P 
se


gm
en


ts


 
Fig. 6. Average number of forwarded TCP segments during handover in 
function of the detach time 
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with the Detach Time.  
Fig. 7 shows the average number of VoIP frames affected 


by handover versus the Detach Time. It is visible that the 
handover has minimal impact on the VoIP provided that the 
time spent between disconnection from the Source eNB and 
attaching and synchronizing to the Target eNB can be kept 


short. These results are also showing that the extra load caused 
by forwarding during handover is not significant. The 
cumulative distribution function of the forwarded data during 
handover is shown in Fig. 8. The probability of having higher 
amount of forwarded data is increasing as the Detach Time is 
increased. 


The simulations have demonstrated that TCP segments may 


arrive out of order due to the extra delay caused by the 
handover, i.e. there might be packets under forwarding when 
the path switching is terminated at the MME/SAE Gateway, 
and the packets sent directly to the Target eNB can arrive 
before the forwarded packets. This has an impact on the TCP 
performance leading to retransmissions and timeouts (Fig. 9). 


In order to decrease the impact of the forwarding, the 
scheduling architecture has been improved by mapping the 
forwarded traffic into a separate service class and allocating to 
this class a high share of the available bandwidth (Fig. 5.  (b)). 
The ratio of the TCP segments arriving out-of-order decreased 
significantly due to the enhanced scheduling solution (Fig. 10).  


V. CONCLUSIONS 
In this paper, the intra-MME/SAE Gateway handover with 


forwarding has been evaluated with an NS2 based simulation 
platform. The results are showing that the extra load caused by 
the forwarding is not significant.  


The impact of the forwarding on the end user connections 
can be reduced by using a scheduling architecture at the 
transport that is able to differentiate among different service 
classes in order to allocate bandwidth to the forwarded traffic. 
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Fig. 7. Average number of VoIP frames affected by the handover in function 
of the Detach time 
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Fig. 8. Cdf of forwarded data at handover (FTP and HTTP connections) in 
function of the Detach time 
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Fig. 9. Cdf of the ratio of TCP segments arriving out-of-order in case there is 
no separate service class for the forwarded packets 
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Fig. 10. Cdf of the ratio of TCP segments arriving out-of-order in case there 
is a separate service class for the forwarded packets 
  






