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1
Introduction

As the flat architecture (Small PS only NodeB with RNC functionality) is considered as one of the 3G implementation options, more studies on the flat PS only architecture were requested by operators in RAN3 #55 and RAN#35. 

Since then a new WI was created in RAN#37 to capture the MBMS improvements solutions on top of existing MBMS functionality which is based on Iu and Iur interfaces.

In this contribution, our view on the improvement solutions are discussed, which are the following:

· Improved timing to enable inter Node B soft combining

· Improved RRM to enable inter Node B RRM decisions

. 

2
Discussion

2.1
Architecture Overview

The proposed flat architecture solution for MBMS in this contribution follows the same high-level architecture as for “ordinary” packet switched bearers in a flat architecture. Using the same architecture for both “ordinary” packet switched and MBMS bearers has the best potential to maximize the benefit of a flat architecture. In this aspect the architecture is slightly different from the one proposed in [1] and closer to LTE MBMS. The proposal supports the same MBMS functionalities as the legacy architecture in 3GPP Release 6; i.e., broadcast, enhanced broadcast and multicast modes.

The user plane data in the proposed solution for the flat architecture is carried directly from the GGSN to the combined NodeB and RNC network element. The new functionality introduced with MBMS in the combined NodeB and RNC network element in the user plane is IP multicast as the transport solution. The combined NodeB and RNC element is denoted eHSPA NodeB in the sequel. The control plane signaling follows the legacy architecture route via the SGSN, which is close to the same as for “ordinary” packet switched connections in the flat architecture. The proposed architecture is illustrated in Figure 1.
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Figure 1. The MBMS solution in a flat architecture

2.2
Improved timing to enable inter Node B soft combining

Requirements

3GPP Release 6


The requirements for WCDMA MBMS in Release 6 come from the soft combining. With soft combining the time difference between two radio signals combined by the mobile station should be maximally one transmission time interval (TTI) plus one time slot. That is, 40.667 ms in case of 40 ms TTI and 80.667 ms in case of 80 ms TTI. The reason for the requirement is not because of the radio propagation environment, but mainly because larger differences lead to heavier memory requirements in the decoding process in the terminals.

3GPP Release 7/8


The single frequency network operation (SFN) of MBMS is called MBSFN and it is discussed in parallel to the flat evolved HSPA architecture MBMS solution in 3GPP [3]. The target 3GPP release for the MBMS SFN operation is either Release 7 or 8 depending on if it is the FDD or TDD mode and if it is an FDD or TDD band implementation.

The timing requirements for WCDMA MBMS in Release 7/8 come from the single frequency network support. With single frequency network support the terminal does not see individual base stations, but all base stations use the same scrambling and channelization code. The terminal “simply” collects as much energy as possible during each symbol period when making the detection; see Figure 2 for an illustration. Because the signal is added directly over the air, the base stations must be tightly synchronized.

With 3.84 million chips per second one chip is 78 meter long with the speed of light. A cell radius of 0.5 km is then on the order of 7.5 chips long and this is roughly the time difference that the physical environment introduces. It is reasonable to have the base station accuracy on the same level as the physical environment introduces. Hence, the accuracy could be roughly on the order of 5 to 10 chips, which corresponds to around 1 to 3 or maybe 5 microseconds.
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Figure 2. Combining approach in WCDMA MBMS Release 6 and WCDMA MBSFN in Release 7 and 8.

The timing requirements are summarized below in Table 1. Note that the requirement level is on the microsecond level for the MBSFN functionality while on the millisecond level for the ordinary WCDMA MBMS solution. Hence, different timing solutions may be beneficial to use in these two cases. The numbers in Table 1 need to be subdivided into timing requirements for the different elements in the chain.

	Functionality
	Release
	Timing requirement

	MBMS 40 ms TTI
	3GPP Release 6
	40.667 ms

	MBMS 80 ms TTI
	3GPP Release 6
	80.667 ms

	MBMS with single frequency network support (MBSFN)
	3GPP Release 7/8
	1 to 5 microseconds


Table 1. The table summarizes the timing requirements for WCDMA MBMS

Timing Solutions

There are at least four ways in practical network implementations to synchronize the network elements to a common reference time:

· 3GPP synchronization in UTRAN [1],

· Network Time Protocol (NTP),

· Relying on IP multicast distribution,

· Global positioning system (GPS),

· IEEE1588 [2].

In the legacy architecture there is standards support to establish better than one TTI timing accuracy [1]. This could for example be achieved by using the NBAP supported “S-CCPCH frame offset parameter”, which is computed by the RNC in the traditional architecture. The 3GPP synchronization in UTRAN is expected to be accurate enough for MBMS Release 6 with the centralized RNC. The drawback is that [1] requires a central RNC element, which is not available in the case an  eHSPA nodeB with PS support only network is rolled out. For the flat HSPA evolved HSPA   solution it is hence important to have other solutions that can handle the timing of the eHSPA NodeBs.

The accuracy for timing solutions that do not use intermediate network elements to achieve the end-to-end synchronization, like the network time protocol (NTP), is dependent on the underlying transport network. In general the accuracy of such solutions could be on the order of 1 to 100ms. In case the transport topology is such that it is possible to assume that timing packets use the same route in opposite directions and symmetric interleaving is used in the DSL connection, then it should be possible to reach around +/- 5 ms timing accuracy. This is enough for 3GPP Release 6 MBMS.  

For MBSFN the only potential solutions from the above list are GPS or IEEE 1588.

Time Synchronization Solution In LTE MBMS 

The current working assumption for LTE is that there is a central time stamping made for MBMS user data. There is a special time synchronization port in LTE that allows for multiple technologies to synchronize the base station.

Timing Conclusions

One conclusion when looking at the requirements and the above solutions is that it seems beneficial to allow for different timing solutions for MBMS in flat HSPA evolved architecture  in order to meet both Release 6 and 7/8 requirements. To enable the usage of timing solutions like NTP, GPS, IEEE 1588 or similar, it is beneficial to introduce a time stamp in the 3GPP packets in order for the base station to be able to know when a certain packet should be sent. A second conclusion is hence to introduce a time stamp procedure to enable the usage of multiple timing procedures.

2.3
Improved RRM to enable inter Node B RRM decisions

2.3.1 Inter eHSPA Node B RRM

It is typically assumed that switching between point-to-point and point-to-multipoint transmission is possible on a cell-by-cell basis. How to handle the admission of the MBMS bearer and switching between the two modes in a distributed architecture is the topic for this appendix.

What Do the RRM Algorithms Need to Solve?

The MBMS resource management algorithms need to be able to:

· Admit a new MBMS bearer

· Point-to-multipoint only bearer.

· Point-to-point and point-to-multipoint bearer.

· Modify an established MBMS bearer

· From point-to-point to point-to-multipoint.

· From point-to-multipoint to point-to-point.

· Enable gain from soft combining between multiple cells

2.3.2
Optimal Decision Making 

The goal with MBMS is to maximize the system capacity by using the most efficient delivery method for each MBMS service; i.e., choose optimally between point-to-point or point-to-multipoint.

It is not straightforward to define a concrete criterion that can be maximized or minimized to reach the highest system capacity with MBMS. For example, minimizing the total aggregated power in an area used to deliver a service is not enough to reach the highest system capacity. This because individual cells could experience blocking in other services in case MBMS is activated. Another MBMS challenge is that information needed to make an optimal radio resource management decision is not always available. For example, in the point-to-multipoint mode the network is unaware of the pathloss to the individual mobiles. The network is therefore unaware of the power needed to provide the same connectivity using point-to-point distribution.

Hence, defining algorithms for MBMS seems to require sub-optimal approaches and system simulation investigations. This independent of if the architecture is centralized or distributed.

2.3.3
Possible Approaches

In all of the approaches in the sub-sections in the sequel it is assumed that at least the following information is made available between the cells:

· Spreading codes per service in the cell used for point-to-multipoint configurations.

Information used in the “MBMS NEIGHBOURING CELL P-T-M RB INFORMATION” message on MCCH. Example of content distributed in this message is: secondary CPCCH settings in the neighboring cells, MBMS soft combining timing information, combining schedule applied, etc.

Scenario 1: Mode Information Exchange Between Cells


Description
The decision on point-to-point or point-to-multipoint is made on a cell basis. When making the decision the cell has information about the mode(s) currently used in neighboring cells. The mode information indicates one out of at least three possibilities: point-to-point, point-to-multipoint, or no transmission.

Information exchange 

Each cell informs its neighbors about the mode (point-to-point or point-to-multipoint) used in the cell for each active MBMS service.

Input variables

When the cell continuously evaluates the preferred mode for the content distribution it may have the following information available:

· Current mode used in neighboring cells for the service.

· Number of users in the own cell for the service.

· Total power available in the own cell.

· Fraction of total output power used for the service currently.

Scenario 2: Mode and Reason Information Exchange


Description
The decision on point-to-point or point-to-multipoint is made on a cell basis. When making the decision the cell has information about the mode used in neighboring cells and also the reason for why the neighboring cell is using a certain mode. The reason for why a cell is in a certain mode can be for example that i) one of its neighbor cell is in point-to-multipoint mode and it provides coverage support for that neighbor ii) it has enough of users inside its own area to motivate using the point-to-multipoint mode. In this way it is possible to provide coverage support when using soft combining from cells where there are not so many users.

Information exchange 

Each cell informs its neighbors about the mode used in the cell for each MBMS service. Each cell also informs its neighbors why it uses the certain mode; i.e., is there more than a certain number of users in the cell or is it because a neighbor cell is in point-to-point mode.

Input variables

When the cell evaluates the preferred mode for the content distribution it may have the following information available:

· Current mode used in neighboring cells for the service.

· Number of users in the own cell for the service.

· Total power available in the own cell.

· Fraction of total output power used for the service currently.

· The reason for why a neighbor cell is using point-to-point or point-to-multipoint mode: high number of users or to provide soft combining coverage support for a neighbor cell.

Scenario 3: Mode and Counting Information Exchange


Description
The decision on point-to-point or point-to-multipoint is made on a cell basis. When making the decision the cell has information about the mode used in neighboring cells and the number of users in the neighboring cell

Information exchange 

Each cell informs its neighbors about the mode used in the cell for each MBMS service. Each cell also informs its neighbors how many users that are listening to the MBMS service.

Input variables

When the cell evaluates the preferred mode for the content distribution it may have the following information available:

· Current mode used in neighboring cells for the service.

· Number of users in the own cell for the service.

· Total power available in the own cell.

· Fraction of total output power used for the service currently.

· The number of users in the neighboring cells.

Scenario 4: Mode, Counting and Nested Counting Information Exchange

Description
The decision between point-to-point or point-to-multipoint is made on a cell basis, but information from neighbor cells and cells even further away may be taken into account into the decision criteria. This is important because full gains from soft combining require that multiple cells are in point-to-multipoint mode.

Information exchange 

Each cell informs its neighbors about the mode used in the cell for each MBMS service. The number of users in cell number i is denoted N(i). Each cell informs all its neighbors how many users that are listening to the MBMS service in its cell; i.e., cell number one in Figure 1 provides N(1) to all its neighbors. Each cell also reports the average number of users reported from all its neighbors; this number is denoted N(i). For cell number one in Figure 3 the average number of users that it computes from its neighbors is:
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Cell number one then provides N(1) as well as N(1) to all its neighbors. In this way each cell will have an exact estimate of the number of users listening to the service in the neighboring cells, but also information about how many users that are listening to the service even further away. This is illustrated with the gray and orange areas in Figure 3.
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Figure 3. Cell structure with neighbor cells in hexagonal grid

Input variables

When the cell evaluates the preferred mode for the content distribution it may have the following information available:

· Current mode used in neighboring cells for the service.

· Number of users in the own cell for the service.

· Total power available in the own cell.

· Fraction of total output power used for the service currently.

· The number of users in the neighboring cells.

· The average number of users that the neighbor cells have reported.

3
Conclusion

The solution discussed in this document could provide an efficient way to implement MBMS. 

By letting the transport network take care of the multiplication of packets to multiple base stations the capacity requirements on a single central network element are removed. This introduction of IP multicast has already been proposed also for the Iub interface in the traditional architecture discussion in 3GPP, and is also agreed in LTE MBMS for M1 interface. The cost of the IP multicast was not much studied for Iub and M1 interface, but the benefit could have been evaluated more precisely. 

It is proposed to enable the usage of multiple timing solutions in combination with time stamps. With multiple timing solutions it is possible to efficiently provide support both for MBMS Release 6, 7 and 8 in the flat HSPA evolved architecture. The proposed timing solution assumes the introduction of time stamps in the GGSN node. For the inter NodeB RRM four different possible solutions are proposed. The most relevant RRM solutions are Scenario 3 and Scenario 4, where the cells exchange their transmission mode, counting information and possibly nested counting information with each other.
4
Proposal

It is proposed to update the Work Item sheet to include following MBMS improvements:

· Improved timing to enable inter Node B soft combining

· Improved RRM to enable inter Node B RRM decisions
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