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1 Introduction
When HNBs come and connect to the network it will introduce a scalability problem [1] due to its small coverage and huge number. It will also introduce some network planning problem, as a result that HNB will be deployed by the user and operator has little control of its deployment. Huge number of HNBs coming to the network may overload the network if there’s no good network planning, e.g. causing load imbalance among the CN nodes. So in this paper, the possible solutions on how the HNB connects to the core network are discussed and evaluated from the point of view of load balancing and simplicity of HNB. 
2 Discussion
2.1 Current Mechanism
Iu-Flex was introduced from Release 5, and a routing mechanism named NNSF (NAS Node Selection Function) in RAN nodes was approved as an optional feature. So there are two optional ways to connect the RAN nodes to CN nodes.
2.1.1 Option 1:  RAN Nodes without NNSF (NAS Node Selection Function)
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                                           Figure 1: The connection of RNC without NNSF to CN node
If RAN nodes don’t support NNSF, or the operator doesn’t configure the relevant data of pool-area information to the RAN nodes, the strict network hierarchy limits the connection of a RAN node to only one CN node in each domain. And the connection of a RAN node to which CN node in one domain will be set by OAM when the RAN node is introduced to the network. The connection relationship can’t be dynamically changed.  
2.1.2 Option 2:  RAN Nodes with NNSF 
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Figure 2: The connection of RNC with NNSF to CN nodes
If RAN nodes support the routing mechanism NNSF, and the operator also manually sets the pool-area data including NRI (Network Resource Indicator) setting and CN nodes’ routing information etc., then the UEs will be distributed to different CN nodes when it attaches, i.e., when a RAN node receives the Initial Direct Transfer message of a UE, it routes the message and all the subsequent traffic of the UE to the CN node according to the UE identity in the message. This distribution mechanism guarantees the load balancing of different CN nodes. To a RAN node, it should keep several links to different CN nodes concurrently, but it has more capability and there are only several CN nodes, so these links are not a burden. To a CN node, this situation is similar. The links between CN nodes and RAN nodes is a negligible issue.
2.2 Connection of HNBs to CN Nodes
Until now, little discussion in the RAN3 meeting was specially devoted to 3G HNB, and how the 3G HNB will connect to the core network is not decided. In LTE, S1 has been widely considered to be used to connect the LTE HNB and core network, while the corresponding scalability problem is FFS. It’s assumed in this paper that 3G HNB includes the functionality of legacy RNC and legacy NodeB, and 3G HNB will connect the core network via Iu.  
2.2.1 HNB is fixed to connect to one CN node
If HNB is fixed to connect to only one CN node in one domain, the connection of HNB to the CN node can’t be dynamically changed. One HNB only need keep one link to each domain CN node. The number of links between HNB and CN nodes is acceptable to both HNB and CN nodes. But there’s no other way to solve the possible load im-balance among the CN nodes except manually reconfiguration. This will introduce more manual configuration and may cause interruption of ongoing service.   And for the huge number of HNBs, manual configuration is unacceptable. 
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2.2.2 HNB with NNSF

If Iu-Flex is used to connect the HNB to the CN nodes, it can keep the load balance among the CN nodes in one pool area, but it may introduce some new problems.
Firstly, the HNB should connect with several CN nodes at the same time and it requires that HNB has a high capability. So implementing NNSF in HNB, in other words, Iu flex is used in HNB system, will increase the complexity and cost of HNB, which is against the objective of HNB. On the other hand,  the number of HNBs is much larger than today’s RAN node, so CN nodes have to manage thousands of times links than today’s, which is also a big challenge to CN nodes. 
Secondly, when huge number, high density HNBs are introduced into the network, the network frame will be changed a lot. The original manual pool-area configuration data doesn’t fit this change, and needs reconfiguration. This reconfiguration will bring more extra work for the operator, which is obviously unacceptable.
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In summary, introducing NNSF into the HNB (HNB system with Iu Flex mechanism) can solve the load balancing problem, but it requires the HNB has a high capability to keep several links to different CN nodes in a pool area, and CN nodes also have to manage thousands of times links than today, and more extra work for data configuration of pool areas planning. So the gain against the cost is not worthwhile. 
2.2.3 One HNB selects one CN node dynamically 
HNB is different to traditional RAN nodes, as its coverage is very small and it serves less traffic. So it can be assumed that there’s no need to distribute the few UEs that are served by this HNB to different CN nodes. One HNB connects to one CN node in one domain at one time is enough, and HNB can change the connected CN node dynamically. The dynamical change method is FFS. Two possible solutions can be either a) HNB changes it according to CN nodes’ load or other things, or b) the CN node notices HNB change the connection CN node by command.
Comparing the solution in section 2.2.1, in this solution the connection of the HNB to the CN node can be dynamically changed, rather than HNB is fixed to only one CN node. The change can be done when the HNB powers on or restarts, periodic updating, and so on. And the connection can be changed based on the load balancing among the CN nodes.
Comparing with the solution in section 2.2.2, this solution can also keep the load balance between among CN nodes efficiently, but introduces less links between HNB and CN nodes, reduces the link management load of CN nodes, and simplifies the implementation of HNB.  Of cause, this solution may introduce more signalling when UE moves from other cell to HNB cell. But this is an acceptable cost in HNB’s simplification. 
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This method is the trade-off between simplifying the HNB and CN nodes and guaranteeing the load balance between CN nodes.
3 Conclusion and Proposal
As discussed above, it can be concluded that for the case HNB connect to the CN nodes via Iu, the solution in section 2.2.3 can solve the connection of HNBs to the CN nodes very well with the following advantages:

1) Decrease the cost of HNB
2) Reduce the link management load of CN nodes when HNB is introduced

3) load balance among the CN nodes
This solution is discussed under the assume that 3G HNB includes the functionality of legacy RNC and legacy NodeB, and 3G HNB will connect the core network via Iu , but it also works independent of HNB architecture. 

To conclude, the cost of HNB, link management load of CN nodes and traffic load balancing of CN nodes shall be considered when designing and choosing the connection method between HNB and CN nodes. And it is proposed that RAN3 take above consideration into account when choosing solution for the connection of HNBs to the CN nodes and accept the solution in section 2.2.3 as the working assumption. 
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Figure 5: HNB connects to one CN node dynamically








Load：70％





Load：70％





CN Node 2





CN Node 1





Pool Area








HNB





HNB





Figure 4: HNB with NNSF
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Figure 3: HNB is fixed to connect to a CN node
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