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1. Introduction

The use case for Neighbour Relationship Optimization was presented in [1]. Recently, a proposal has been made for adoption of a function termed “Automatic Neighbour Relation List” (ANRL) [2]. This function would in principle meet the requirements of the use case, but some issues remain. In this paper, we consider the different SON configurations in the context of the operation of ANRL.

2. Centralized and distributed control of NRLs

In the ANRL concept, each eNB examines measurement reports from UEs, and decides whether additional investigation of a possible new neighbour is required. This is done through requesting the specific UE to decode the Cell Identity – PLMN level (CIPL), which in turn will determine whether a new relationship is required. Once a new potential neighbour is fully identified, the eNB will now decide whether to take further action (this step is not explicitly considered in [2] but it is a critical intelligent element of this functionality, since there may be reasons why a detected cell may not be a desirable neighbour). Once this decision is taken, the eNB needs to follow a number of steps whose specifics are yet to be defined (e.g. X2 establishment, and reporting change to O&M). The details of this will not be considered in this paper.

An interesting aspect of this proposal concerns the interactions with O&M. It can be argued that a potential strategy would not allow the eNB to make neighbour relation decisions, and that the NMS
 should take this role. In this configuration, the eNB might report its findings and possibly even make recommendations, but the NMS would retain control of any changes. Alternatively no special reporting might be made from the eNB at all, in other words, the NMS would simply use available data in the form of cell locations, planning data and stats in order to make changes as appropriate. This aligns with the concept of centralized SON for neighbour relations. The use case proposal [1] does not really provide guidance on functionality mapping; however there have been some previous comments from operators expressing an interest in at least having the option of centralized control.

There is a reasonable argument for some centralized control in general, e.g.:

· When some RF parameters such as antenna orientation are changed, or a cell is added, the operators may want to rely on pre-emptive replanning of neighbour relations, e.g. addition of new neighbours, instead of relying solely on reaction of the local eNBs

· Network-wide statistics provide a “safety” mechanism in terms of detecting any issues that individual eNBs may not be aware of – noting that even if a cell is detected, an individual eNB may still decide not to include it, and that decision may prove incorrect.

· Pruning of the neighbour relations is an important action to ensure network efficiency, but it is not clear that an individual eNB should take such a decision. 

So ideally a global solution should enable some partition of distributed and localized intelligence, and possibly even the flexibility to change and configure this in different ways. To an extent the goal is to make the most of the information and capabilities available in the different network elements, but the operator should be able to make the decision as to which partition is most applicable.

2.1. White/black lists as mediation mechanisms

Whitelists and blacklists were proposed in [2], and can be seen as a way of managing the interaction between central and local control. Both are managed using O&M. Basically the blacklist is a list of cells that the NMS prohibits from being in the NRL, while a whitelist is a list of cells that the NMS requires to be in the NRL – these are therefore no longer subject to automatic updating by the eNB. Using these lists, we can in principle support 3 deployment scenarios:

· Centralized control: in this case, a white list is provided and/or updated by the NMS using SON or otherwise. However all other cells are in the blacklist. To enable this, there should be a means to indicate that the blacklist is the complement of the whitelist, and this effectively disables ANRL functions. We call this a closed white list.
· Distributed control: in this case, no lists are provided by the NMS Of course, the NMS should be made aware of the NRLs, so that the eNB actions may be supervised. 

· Hybrid control: in this case, the lists are managed to enable a degree of centralized control mixed with localized decisions taken by the eNB. It is this scenario which is of most interest, and some aspects of this are developed below.

2.2. NRL mini use cases (hybrid control)

Use case 1: Continuous two-level operation

1) Initial planning sets up white list and black list

2) eNBs begin adding / deleting cells outside the two lists, informing the NMS (as per operation described in [2])

3) From time to time, NMS modifies white/black list: at this point eNB adds or deletes NRL’s in those lists, whilst status of cells outside those lists remains as before until an eNB decision (e.g. a cell previously in a white list should stay in the NRL, and a cell previously in a black list should now be a candidate)

Issue 1: the behaviour of the eNB when lists change may need to be defined. For example, if a cell in the NRL becomes black-listed, eNB should probably change the NRL and delete it. 

Issue 2: whereas it is reasonable for an eNB to decide unilaterally to add an X2 relationship for a cell/eNB outside the lists, it is less clear that an eNB should be able to delete such a relationship. Possible solutions would be a peer-to-peer communication over X2 of intention to delete relationship, or instead that eNBs could only signal this request to the NMS (in this case, deletion would need a response from the NMS)

Use case 2: NMS uses eNBs for fine tuning

1) Initial planning sets up white and black list

2) eNBs begin adding / deleting cells outside the two lists, informing the NMS (as per operation described in [2])

3) NMS freezes lists by declaring black list to be complement of the white list (i.e. by declaring a closed white list, as mentioned above)

4) Occasionally NMS opens up blacklist to allow updates OR eNB could request opening of the black list

Issue 3: it should be possible for the eNB to signal to the NMS issues with cells in either white or black lists. One possibility here is that the eNB could keep a “shadow list” based on its own calculations, and keep informing the NMS of this. At one level, this means that the eNB could simply carry out the update of its local NRL irrespective of the state of white and black lists, and send it to the NMS; however the eNB would not be able to act upon it in terms of X2 additions or deletions. The NMS would be able in this scenario to take the eNB input along with stats and other data to aid a decision on any changes.

In some cases, this last scenario may work better if the operator is able to nominate a list of cells from which the eNB can select its neighbours. This cannot be done easily by using white or black lists, because potentially the black list could be very large. Hence we propose the concept of a “grey list” – a grey list is a list of cells which can be considered as neighbours by the eNB. By definition, any cells outside the grey list cannot be considered, though they could be monitored (this is the main difference between having a grey list and not having any list at all).

Use case 3: NMS uses eNBs for fine tuning but restricting the set of possible choices

1) Initial planning sets up a grey list
2) eNBs begin adding/deleting cells within the grey list, informing the NMS (as per operation described in [2])

3) NMS either freezes list or part of it by changing some cells to white; alternatively NMS may just not take any action in this case except e.g. extending list when a new cell is added.

Issue 4: requires definition of a grey list; as discussed for other use cases, the eNB could continue to signal an NRL based on unconstrained decisions, meaning that cells outside the grey list could be signalled to the NMS but of course these would not be acted upon by the eNB in terms of X2 relationships.

3. Conclusions

The concepts of whitelists and blacklists appear to provide good mechanisms to enable flexibility in controlling how different elements interact in the network, and specifically enabling control of the NRLs to be mapped to different network elements as required. To an extent this conclusion is independent of the specific way in which the eNB (or the O&M system) decides on updates, though the ANRL concept of [2] has been assumed.

Based on the analysis, it seems that some additional enhancements may be worth considering, in order to improve the interactions between O&M, and eNB:

· Closed white list – makes it possible to indicate that the eNB should not independently add any other cells to the NRL (effectively freezes the NRL)

· Grey list -  makes it possible to allow eNB to choose cells for NRL from a given list only

· eNB feedback – it seems useful for the eNB to update continuously its “desired” NRL and signal that to the O&M (this could be in addition to the real NRL, although in principle O&M can derive that from the desired list and knowledge of the white and black lists).

In addition, it is also suggested that (i) the actions of the eNB on list change should be defined and (ii) an eNB should not unilaterally delete a previously established X2 relationship, but the best methodology to follow (X2 interchange, or O&M arbitration) is FFS.

3.1. Considerations related to other SON functions

It should be noted that other SON functions may also benefit from flexibility for control at either O&M or eNB level. For example, functions such as load balancing and handover parameter optimization could in principle operate both in a centralized as well as in a distributed manner. A set of parameters associated with a given function may be written from O&M during initial configuration, but at a point in time the operator may choose to switch that set to local SON control.  Therefore for a given piece of functionality, there could be a binary parameter that selects whether the associated parameters are NMS writable or under local SON control. The need for such a mechanism needs to be analyzed for each SON use case.
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� NMS will be used as the location of the centralized SON functionality in the paper, however the discussion is not dependent on this aspect
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