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1 Introduction

During the last few meetings, Iub efficiency improvement for MBMS was discussed. It was agreed that for an MBMS service RNC can send only one copy of data per Iub which is then duplicated within the Node B to all MTCHs carrying the service. However, the bandwidth occupied by MBMS may still be extremely high in some IP networking scenario even if the service data transmissions for MTCHs are converged within an Iub interface. 
This paper introduces an improvement of Iub efficiency for the IP RAN scenario. The basic principle is to further converge the Iub transmission between Iub interfaces by utilizing IP multicast mechanism. In this way the bandwidth of the backbone network is greatly saved.
For All-IP networking of Iub, the gain of resource saving is shown in the following figures:
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Figure 1: As today (before Rel-7 CRs)
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Figure 2: After Rel-7 CRs optimization
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Figure 3: After optimizations proposed in this document
2 Discussions
2.1 User plane
Within the scope of a single Node B, timing difference of the radio frames on different SCCPCHs but with the same CFN is in the range of T Cell + SCCPCH Frame Offset + SCCPCH Offset. However, the maximum timing difference between SCCPCHs on different Node Bs can be about 256 frames. It will induce a pretty long buffering time in some Node B if the RNC specifies a common CFN field value in the shared data frame. Therefore, a new parameter CFN0, defined as RFN mod 256, is introduced to be filled in the CFN field of the FACH FP data frame. CFN Offset IE, defined as the time offset between CFN0 and CFN of a specific FACH, is proposed to be included in the COMMON TRANSPORT CHANNEL SETUP REQUEST message. Then the Node B calculates for the FACH the CFN to send data over the radio interface according to the following equation:

CFN = (CFN0 – CFN Offset) mod 256
With this method, different FACHs can send the same data at almost the same time, which could meet inter-NodeBs synchronization requirement of soft combining and MBSFN. 
2.2 Control plane
Since the data forwarding in the transport network is proposed to be based on IP multicast protocol (i.e. IGMP), the procedure to establish Iub transport bearer is for the Node B to join an IP Multicast Group. Therefore, some new IEs are proposed to be added to the NBAP messages:

	Message
	New IEs
	Type
	Description

	COMMON TRANSPORT CHANNEL SETUP REQUEST
	Transport Layer Address for Multicast
	BIT STRING (1..160)
	An MBMS service corresponds to a dedicated IP multicast address.

	
	Binding ID for Multicast
	OCTET STRING (1..4)
	Indicating Multicast Port.

	
	CFN Offset
	(0..255)
	


An IP multicast address and a UDP port is dedicated for an MBMS service enabling Iub efficiency optimization. When an MTCH is to be established within a Node B, the RNC includes the Transport Layer Address for Multicast IE, the Binding ID for Multicast IE and the CFN Offset IE in COMMON TRANSPORT CHANNEL SETUP REQUEST. If the Node B has not joined the multicast group (i.e. it is the first MTCH in the Node B), then it sends an IGMP Join message to its access router to join the concerned Multicast Group. An ordinary unicast IP address and UDP port is also given in the request message for control procedures such as DL SYNCHRONIZATION and TIMING ADJUSTMENT procedure. 
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2.3 Timing Adjustment

To satisfy the soft combining or MBSFN requirement, the transmission time of the data in different NodeBs has to be controlled. Timing adjustment can be achieved by adjusting data transmission time and the “Receiving Window”.
2.4 MBSFN
MBSFN is introduced in Rel-7, where the SFN is limited to RNC [1]. For all-IP networking of Iub, our solution can not only solve the resource waste problem thoroughly, but also solve the inter-NodeBs synchronization to implement the MBSFN. 
3 Conclusion
This document introduces an optimization of Iub efficiency for the IP RAN scenario, through which data transmissions for the same MBMS service in different Iub interfaces is converged. And the user plane solution could be used in MBSFN scenario. Since the IP networking is getting more and more popular, and MBSFN is introduced in Rel7, we recommend RAN3 discuss our scheme to save Iub bandwidth in this scenario and agree on the principle. A detailed CR is provided in TDoc R3-071036.
4 Reference 

1. R3-070092, “WID: MBMS FDD physical layer enhancements (RAN1, RAN2)”.
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