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1. Introduction

In the last few RAN3 meetings, different content synchronization mechanisms for LTE MBMS have been discussed and it was agreed in RAN3#54 that RLC/MAC will remain in the eNodeB. In this contribution, we introduce a content synchronization technique that will eliminate the need for a separate centralized entity for adding timestamp or byte count. We also list several benefits of the proposed scheme from the points-of-view of both network vendors and operators. This technique becomes particularly attractive after the recent decision to relocate PDCP to eNodeB.
2. RTP timestamp based content synchronization
Most MBMS services such as video are based on RTP applications. The packets originating from those sources contain timestamp as part of the RTP header. The timestamp is useful for the application at the receiver side to play out the packets at appropriate intervals of time. At the receiving application, the delay between playing any two packets of a given flow is determined by the difference in timestamps of their respective RTP headers.

The RTP timestamp added by the source in every packet is an excellent candidate that can be exploited for content synchronization in LTE MBMS. It has been agreed that the distribution of 3rd party content directly to the eNodeBs will not be allowed. The MBMS packets will arrive from the content source to the eBM-SC which then distributes them to the appropriate eNodeBs according to the IP multicast tree. A simple function can be employed at the eNodeBs to determine the transmission timing over the radio interface using the RTP timestamp present in the packet headers. Because the timestamp present in all copies of a packet is the same, this provides an effective means to achieve content synchronization across eNodeBs.
Figure 1 shows a sample configuration where the RTP packets from the MBMS source is directly multicast from the eBM-SC to all the eNodeBs in the SFN area. An example of the proposed mechanism is shown below. Let us assume that the RTP codec has a sampling frequency of 8 kHz and generates a packet every 20 ms (periodic and fixed sized packets). Therefore, the timestamps in the RTP packets can be 1, 161, 321, 481, etc. (i.e., every packet contains 160 samples).  
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Figure 1. Sample configuration with MBMS flow directly multicast to eNodeBs from eBM-SC
We can determine the time at which the k-th packet should be transmitted over the air as follows:

tk = t1BMSC + D1 + D2 + (k-1)*td
where,

tk is the time instant at which the k-th packet must be transmitted over the air, 
t1BMSC is the time at which the first packet is observed at the eBM-SC,

D1 is an estimate of the maximum delay between MBMS content provider and eBM-SC (note that this is a constant),
D2 is an estimate of the maximum delay between eBM-SC and any of the eNodeBs (note that this is also a constant), and

td is the time difference between two consecutive packets transmitted by the source
If t1BMSC = 0, D1 = 0.5s, and D2 = 0.5s, then t10 = 0.5 + 0.5 + 9*0.02 = 1.18s
Therefore, the tenth packet should be ideally transmitted over the air at 1.18s. However, the actual TTI where this packet will be transmitted can be the next subsequent resource block allocation by the Multicast Coordination Entity (MCE).
3. Benefits of the proposed scheme
Content synchronization through RTP timestamp offers the following advantages:

· Elimination of centralized function/entity: This scheme eliminates the need for a separate centralized function/entity for adding explicit timestamp or byte count thereby making the MBMS architecture simpler.  It should be noted that RTP header contains sufficient information for eNodeBs to autonomously perform packing of air interface frames and therefore any need for additional entities should be sufficiently justified. 

· Use of multicast capabilities of transport network: The MBMS packets can be multicast from the eBM-SC directly to the eNodeBs without having to traverse the UPE. This solution will therefore make effective use of the multicast capabilities of the underlying transport network and will be beneficial in saving backhaul for operators. As currently being discussed in SA2, if the location of PDCP is moved to the eNodeB, this solution is very attractive as it completely eliminates the need for packets to flow through the UPE just to perform header compression. 
· Robustness against packet loss: The proposed solution effectively handles scenarios where one or more packets do not arrive to a particular eNodeB. Because the transmission time of a given packet depends only on the timestamp present in its RTP header, any packet losses will not affect the synchronization of subsequent transmissions.
4. Conclusions
We discussed a content synchronization scheme that depends on the timestamp present in the RTP header. The solution offers several advantages over having a separate centralized entity for adding explicit timestamps. 

We propose to include section 2 as a content synchronization option in the RAN3 internal TR R3.018.
