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1. Introduction

This paper proposes a way to speed up the selection of MME at attach time and perform load-sharing between the MMEs of an MME pool area. This method also provides a way to “self” configure valid MME IP addresses at E-nodeBs..

2. Discussion

When attach or also when MME relocation due to load sharing in active mode is performed, it is necessary to reduce any cause of latency so as to provide the best possible performance in the evolved system. In addition to that it is desirable to load share the E-NodeB connections between the MMEs in the pool area. Since the E-NodeB selects the MME, it is also necessary to know which MME’s are available, not only those that are currently deployed in the system. 
It is therefore appropriate to devise mechanism, which can guarantee a good degree of confidence that the selected MME for a UE being served by an E-NodeB is indeed available to accept new subscribers’ sessions. Therefore, all E-Node Bs should have up to date status information about MME availability. This will allow E-NodeBs to know when a MME goes out of service or when it is overloaded, so that it is not selected to handle users. This is particularly important to handle failure cases or network congestion events.
To achieve this, all E-NodeBs join a multicast group (identified by a well known Multicast IP address which is determined by the network operator) devoted to information about the availability status of candidate MMEs, by using an IGMPv3/MLD Join mechanisms (Note: The same mechanism can still be used if the IP backbone support earlier versions of IGMP) . This multicast address may be statically configured in the E-NodeBs or could be dynamically discovered via another method (e.g. DHCP). When an MME is overloaded or going out of service gracefully, it advertises this by sending for example an “overload alert” or “out of service” message to this IP multicast address that as a result will reach all E-NodeBs that have joined this multicast group. This message needs to be sent for each of the MME IP address that can be contacted by E-NodeBs. 
When the MME is again available to handle incoming sessions, it advertises that by using an “Availability notification message”. This message needs to be sent for each IP address that can be contacted by the E-NodeBs.  All the MMEs periodically send their status information (available or overloaded etc…) for all their IP addresses so that if new E-NodeBs are added to the system they can learn about the available MMEs and unavailable MMEs and so they can build a list of available and unavailable MMEs IP addresses. When status changes for a particular IP address, the status information should be sent more frequently for some time interval, to make sure the information is received quickly in a way resilient to packet loss. 
It should be noted that in case of non-graceful degradation of an MME, a centralized entity (like OAM subsystem) could announce the out of service status of the MME on the MME’s behalf.

Finally, it can be desirable to geographically scope the distribution of the MME’s availability, so as to create areas covered by specific MME’s and areas covered by other MME’s (with potential partial overlap), it could be possible to assign E-NodeB’s belonging to different areas to different multicast groups. A Node B may also be assigned to multiple multicast groups (to implement overlapping MME pool areas) and each group may be assigned a preference value, based on operator policies and network planning decisions. An EnodeB should attempt to move users to the higher preference MME when possible.
It should be noted that S-SAE GW selection is a decision taken by the MME, so the E-NodeB is not involved in S-SAE GW selection.
3. Proposal

It is proposed that RAN3 discusses and adopts the following concepts as working assumptions for MME address discovery and MME availability indication:

· exchange of up-to-date load and availability information of the MME nodes to the eNodeBs,

· use of multicast group registration for this purpose,

· define the groups in relation with the pool areas and assign priorities.

If the concept agreeable, it is proposed to incorporate appropriate text of section 2 with a drafted stage 2 CR.
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