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1. Introduction

Two adhoc sessions took place during RAN3 #54 in an attempt to agree to complete the common understanding of each of the four presented architecture options for evolved HSPA according to the previously agreed metrics. 

During RAN3 #55 the two documents on this subject (completion of evaluation table) from Ericsson [6], and Alcatel Lucent [7] were taken into account during the discussions. 

The results of these adhoc sessions are given in section 2 below. 

2. HSPA Architecture Evaluation Matrix

The table below is now complete, but the please note the following:
Notes from RAN3#55:

1. Following RAN3#54 there was some missed text in the “Impact upon CN Node(s)” metric conclusions for Architecture 2/4 – this is now corrected below.
2. Radio Improvements as a metric is removed – as agreed during RAN3#55.
3. The metric “User Throughput Increase (as a function of RTT)” now has the additional text in brackets added.
General Notes (which should be included along with the table in the TR):

1. Reduce C Plane Latency refers to RRC Setup.
2. Number of CP and UP Nodes does not consider DRNC situation or CS services.
3. At the time of writing, inclusion of a metric which describes the ease or otherwise of incorporating L1 L2 improvements against each architecture option is not included due to any such improvements not specified or described as yet. This does not prevent inclusion of such a metric in the future should any L1 L2 improvements from other WGs be forthcoming.
	Target
	Alt1:

Current architecture
	Alt 2:

RNC in NodeB
	Alt 3:

CRNC in NodeB
	Alt 4:

Iu UP in NodeB

	Security


	No Impacts
	S3 Findings: 

· Additional Physical Security 

OR 

· Additional Platform Security 

OR

· Combination of both required
	No Impacts
	For the CP - No Impact.

For the UP, S3 Findings: 

· Additional Physical Security 

OR  

· Additional Platform Security 

OR

· OR Combination of both required 

	Reduce U Plane Latency
	No Change
	Reduction expected where MDC is not in use (UP radio protocols terminating in the NodeB)
	Reduction expected in DL AND if Outer ARQ in NodeB (pending RAN2 decision)
	Reduction expected where MDC is not in use (UP radio protocols terminating in the NodeB)

	Reduce C Plane Latency (RRC Setup)
	No Change
	Reduction expected  (CP radio protocols terminating in the NodeB)
	No Change
	No Change



	Specification Impact
	No Change
	FFS – See Note 6
	Medium
	Major

	Impact upon CN Node(s)
	No Change
	Signalling increase due to mobility foreseen. 

Performance in handling greater number of Iu (without OTS)  or Iu/Gn (with OTS) instances
	Changes to Relocation Procedures
	Signalling increase due to mobility foreseen. 

Performance in handling greater number of Iu (without OTS)  or Iu/ Gn (with OTS) instances

	Impact upon RAN
	No Change
	NodeB assumes all RNC functionality. 

Impacts upon legacy RNC (Iur interface number and additional processing). 

Iub handling removed
	NodeB assumes CRNC functionality. 

No change to legacy RNC.
	NodeB assumes RNC UP functionality. 

New interface between SRNC & NodeB

	Interworking with Legacy UEs

(includes CS Domain handling)
	No Impact
	No impact upon UE. 

CS Services require routing to legacy SRNC.
	No Impact upon UE.

No Impact upon routing of CS Services.


	No impact upon UE. 

CS Services require routing to legacy SRNC.

	Efficiency of MDC Support
	As Today
	Possible (MDC occurs in NodeB) but efficiency depends upon transport network topology and transport technology.


	As Today
	Possible, MDC occurs in NodeB and CP Signalling required to SRNC.

But efficiency depends upon transport network topology and transport technology.

	Scalability 
	As Today
	UP processing scales independently (Direct NodeB ( CN connection) with transport network capacity.
	As Today
	UP processing scales independently (Direct NodeB ( CN connection) with transport network capacity.

	Last Mile Bandwidth Usage (due to eHSPA Arch)
	As Today
	MDC Combining in NodeB (for UL) will bring an increase in Last Mile Bandwidth  (depending upon Network Topology)
	As Today
	MDC Combining in NodeB (for UL) will bring an increase in Last Mile Bandwidth (depending upon Network Topology).   
New interface towards SRNC will imply additional traffic on last mile.

	Interruption time / User experience.

	As Today
	More frequent SRNS  Relocations expected.  
Increased CS call setup delay expected.
	As Today
	More frequent SRNS  Relocations expected.

	

	(removed)
	(removed)
	(removed)
	(removed)

	User Throughput Increase (as a function of RTT)
	As Today
	Decreased RTT leads to increased User throughput.
	Decreased RTT (DL) leads to increased User throughput.
	Decreased RTT leads to increased User throughput.

	RRM support


	As Today
	Single cell RRM as today. 
Multi-cell (inter NodeB) RRM not supported in a centralised node.
	Single cell RRM as today. 
Multi-cell (inter NodeB) RRM not supported in a centralised node.
	As Today

	Number of CP & UP Nodes 

(DRNC not considered, CS Services not considered)


	2 Nodes (CP UP)
	1 Nodes (CP UP)
	2 Nodes (CP UP)
	2 Nodes (1 CP, 1CPUP)


3. Conclusion and Proposal

It is proposed that this updated and completed evaluation matrix be included within TR 25.999 in the appropriate section. 
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