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1.
Introduction
At last RAN3 meeting #54 Siemens presented TDoc R3-061819 on "TNL Congestion control, proposal for Enhancement". The main concern of this contribution was the loss of consistency of a transmitted sequence of DRT or FSN values.

An example where the consistency of the transmitted sequence of DRT and FSN values can not be guaranteed, is during an SRNS relocation procedure:

The DRT and FSN values transmitted to the NodeB by the new SRNC after a relocation may be not consistent with those previously transmitted by the former SRNC before relocation. The values of DRT are locked to the actual RFN of the SRNC; whereas the values of FSN are incremented in modulo arithmetic from an unspecified starting value, each time a new HS-DSCH FP PDU is transmitted. After the relocation the new SRNC (TRNC) starts with values of DRT and FSN that are not consistent with the last values sent by old SRNC before relocation, just because the TRNC does not know the last values of RFN and FSN used by old SRNC.
As the NodeB is not aware that a SRNS relocation occurred, it is likely that it will attribute the discontinuity of the received DRT and FSN values to a congestion situation on the TNL and therefore trigger an action, typically a reduction of the downlink transmission credits granted to the SRNC. This results in a decrease of the average throughput in the downlink direction. 

If the NodeB could be informed about the above described discontinuity, it could reset all DRT and FSN based measurements done so far and start new ones: all possible inconsistency problems could therefore be resolved and wrong reactions from the NodeB avoided.

2. 
Discussion

2.1
Discussion of Arguments Raised at the last Meeting

During the discussion of [1] following considerations were raised:

a).“It should be covered the case that a connection may start in an already congested TNL situation and that the impact of the proposed solution has to be checked”

If it is feared that the "reset" command can mask/delay a real congestion situation, we believe that this is not an issue: after relocation, the transport path is changed, as there is no more an Iur transport path. Therefore, it is correct that the measurements are based in the NodeB on new samples. 

It is recognized that this could slow down the detection of a potential congestion event but this cannot be avoided. In fact, if we do not signal the "reset" in case of SRNS relocation we have two possibilities:

· the NodeB relates the “new” FSN and DRT values to a real congestion situation, thus detecting a wrong congestion event 

· the NodeB relates the “new” FSN and DRT values to a relocation event, therefore it ignores the received values; but this finally ends up with an even worse situation than we have with the introduction of the "reset" message as it is described below 

b) “A clever algorithm in the NodeB should be in the position to distinguish "true" congestion situations from "SRNS-relocation" in almost all cases, e.g based on "atypical" gap sizes”

We do not believe that it is possible to recognize a relocation event from the measured gap size, as there is no "atypical" gap size which has to be considered unrealistic for a congestion situation and therefore assignable to e.g. relocation event: 

The reason is because on the one hand the TRNC, which does not know the last sent values from the SRNC, can start transmitting the FSN and DRT fields with any value and, on the other, a real congestion can cause any gap in the sequence of FSN and DRT values.

A way for the NodeB to try to filter out relocation events would be the following: 

The NodeB ignores the first measured gap and waits for the next one (within a “to be defined” time interval), before concluding for a congestion; but this has the drawbacks that the first gap is always ignored, even if caused by a real congestion and that the 2nd gap could never occur within the above mentioned time interval. The assumption here is that the “to be defined” time interval should be such to exclude two consecutive relocation events (or, in other words, that in this interval only one relocation event can occur), with the consequence that the reaction to congestion would be always delayed.

2.2
Rough Estimation of the Wrong Congestion Detection Occurancy

For a rough estimation, let’s take the following assumptions:

1. 
30% of a Node B Radio links are in soft or softer handover; 

2. 
10% of the Node B radio links are in soft HO;

3. 
For Node Bs at the RNC edge area (i.e. at the border between two different RNC areas), 5% of the radio links (i.e. the half of the 10% mentioned in 2)) comes from the Iur of another RNC.
4.
The half of the 5% inter RNC radio links (i.e. 2.5%) experiences relocation; 

5.
“N” is the average number of simultaneous MAC-d flows handled by one NodeB.

6.
R_n is the average rate of a MAC –d flow in normal operative condition, i.e. when no congestion event due to SRNS relocation occurs

7.
R_d is the average rate of a MAC-d flow when  congestion events for relocation occur.

8.
R_a is the average rate of a MAC-d flow, including case 6) and 7) above
The standard allows that a Node B handles a detected congestion event by reducing the rate for at least the MAC-d flow where congestion has been detected. This brings to two possible extreme cases:

a) At congestion detection on a MAC-d flow, NodeB reduces the credits for that specific MAC-d flow only;

b) At congestion detection on a MAC-d flow, NodeB reduces the credits for all handled MAC-d flows
It has to be considered that the values of R_n, R_d and R_a depend on the specific algorithm in the Node B. (In the following all related examples are marked yellow.)
Case a):

Probability (“P”) that a MAC-d flow experiences an FSN/DRT gap due to relocation is:

P = 2.5%
The average rate R_a assumed by that MAC-d flow will be:

R_a = P*R_d + (1-P)* R_n

E.g.  R_d = R_n * 80%

R_a = 0.025*0.8*R_n + 0.975* R_n = 0.995* R_n ≈ 99% R_n;
Case b)

Probability (“Pt”) that a MAC-d flow is affected by an FSN/DRT gap detection on any of the “N” MAC-d flows is:

Pt = 1 – (1-P) N =  78% 

The average rate R_a assumed by that MAC-d flow will be:

R_a = Pt*R_d + (1-Pt)* R_n
E.g.  R_d = R_n * 80%

R_a = 0.78*0.8*R_n + 0.22* R_n = 0.84* R_n ≈ 84% R_n.
4. 
Conclusion

In this document we have explained the effects of wrong congestion detection and also tried to give answers to the question that were raised at the last meeting. We have presented an estimation that, if congestion events are handled by the NodeB according to mode “b” above, which is indeed very likely,  78% of the MAC-d flows of NodeBs at the border area are affected by wrong congestion detection, whatever the NoldeB specific congestion control algorithm may be.

How this is reflected in a corresponding rate reduction, deeply depends on the specific algorithm in the NodeB. 
The above considerations justify the introduction of a mechanism to signal to the NodeB the restart of the FSN and DRT parameter values (as described in [1]).

The corresponding CRs will be provided in [2] and [3].
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