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1 Introduction 
During RAN3 #54 meeting in November 2006 a certain number of definitions concerning the operation in the Single Frequency Mode were agreed [4] and were included in the TR3.018 [2]. In particular the Maximum SFN Area was defined as the maximum supported geographical extension of an SFN Area. It may be limited by the multi-cell MBMS synchronization area, MBMS service area and operator configuration. This definition implies that a given Maximum SFN Area is included in, but not equal to, the MBMS service area. Therefore within a given MBMS service area the mobility between the SFN Area and the non-SFN Area will be a common scenario.
The document TR 25.913 ([1]) lists in section 7.5 five requirements on the interruption times (the actual target values for each requirement have been under the discussion in SA groups for several months and are not yet available):
a)
The interruption time when changing between two broadcast streams (e.g.: two TV Channels) received in the same cell should be less than FFS.

b)
The interruption time when changing between a broadcast stream and a unicast stream of the same service type  (e.g.: TV Channel) received in the same cell should be less than FFS. 

c)
The interruption time when changing between two broadcast streams (e.g.: two TV Channels) received on different carriers should be less than  FFS. 

d)
The interruption time when changing between a broadcast stream and a unicast stream of the same service type (e.g.: TV Channel) but received on different carriers should be less than FFS.

e)
The interruption time when changing between a broadcast stream on one cell and a unicast stream of the same service (e.g.: same TV Channel) on a different cell, but received on the same carrier, should be less than FFS
In particular, the last requirement applies to the mobility between SFN and non-SFN zones within the same MBMS service area and should be addressed in the eMBMS work.
This document discusses possible means to fulfil this requirement and to provide service continuity when moving between zones with and without SFN operation.
2 Mobility within MBMS Service Area

Figure 1 illustrates the scenario when a UE receiving MBMS service leaves the SFN zone and enters the non-SFN zone still within the same MBMS Service Area.

[image: image1.emf]Service

Platform

BM-SC

SFN Area

MBMS Service Area

BM AGW


Figure 1: Mobility between SFN and non-SFN zone within one MBMS Service Area

In order to receive the MBMS service outside the SFN Area the UE has to 1) detect that it is outside of SFN Area, 2) move to Active mode, 3) request the reception of the MBMS service in PTP mode. Then, eNodeB has to 4) join the multicast distribution tree for the MBMS service and 5) start providing MBMS data to the UE in point-to-point mode.

When the UE in active mode moves between cells of MBMS Service Area that do not belong to the SFN Area, at each handover the new eNodeB needs to join the multicast tree and the old eNodeB needs to leave the multicast tree, thus introducing additional delay in HO procedure and producing considerable signalling load in the node managing the distribution tree.
2.1 Mobility between SFN and non-SFN zones

When an Idle mode UE receiving an MBMS transmission in an SFN Area moves away towards a cell not being part of the SFN Area (nor Max SFN Area), a significant interruption of service is likely to occur. Several factors contribute to this delay:

· Service loss in the SFN edge zone. Due to lack of the macro-diversity, it is expected that the edge of the SFN zone will not be covered.

· Cell reselection of the cell not belonging to the SFN

· Idle to Active transition

· eNodeB joining the multicast distribution tree.

The delay due to the first three bullets could be avoided if the UE was moved to Active state before leaving the SFN zone. This could be done for example by having eNodeBs broadcast information about close edge of the SFN Area, or else by specifying a mechanism where UEs loosing MBMS signal would notify the network about it, so it could be moved to the Active mode. There is however no simple solution to cope with this.
Proposal 1: A mechanism shall be specified that will enable moving to Active state the UEs that receiving MBMS service in an SNF Area and that are approaching the edge of the SFN Area. This mechanism is required to minimise the service interruption time when crossing the edge of the SFN Area.
2.2 Mobility within non-SFN zone
When a UE receiving an MBMS transmission moves between cells belonging to the same MBMS Service Area, but not belonging to the Max SFN Area the interruption time is likely to be greater than for the ordinary handover. This is because in addition to the typical handover procedure, the new eNodeB has to join the multicast distribution tree before it can provide the MBMS data to the UE.

What kind of mechanism could solve the problem of increased HO delay for MBMS services? Early joining to (and late leaving of) the multicast tree – an eNodeB would join the tree as soon as one of his neighbours was providing MBM – would be very inefficient for the backhaul load. 
Another possibility would be to have a simplified joining procedure, to make it as similar as possible to the update of the GTP tunnel during HO, but this could only work if the distribution tree was handled by the AGW and would exclude the use of transport network multicast capacity.
A question could be asked whether there is should be a separate procedure (distinct from an inter-Node HO) defined for the intra-system mobility while receiving the MBMS in non-SFN zone, as some optimisations, such as bi-casting, would be the only way to cope with excessive interruption time. Also, would packet forwarding be applicable to MBMS HO? Would it be useful?
It is also to be noted that in an MBMS Service Area containing both SFN and non-SFN zones, an overwhelming majority of joining and leaving request would come from the non-SFN zone.

The content synchronisation should still apply to the non-SFN zone, but possibly with relaxed constraints. The mechanism designed for the SFN zone could also be used if possible.

If an MBMS Service Area contains both SFN and non-SFN zones, it is very probable that for certain services such Service Area will span entire PLMN. Therefore, inter-AGW HO while receiving MBMS procedure should also be considered.

Proposal 2: Methods to optimise HO procedure while receiving MBMS service in point to point mode should be studied.

Proposal 3: Distinct HO procedure for mobility while receiving MBMS service should be defined if needed.
Note that the requirements on handover delay specified in [1] apply also to this case.
3 Switching at service level
3.1 Intra-LTE
Another possibility to resolve the problem of MBMS mobility outside SFN Area is to restrict the MBMS Service Area to the SFN Area, in other words exclude the possibility of providing MBMS in point-to-point mode. This scenario is shown in Figure 2. The example scenario could be then the following: the Mobile TV service is delivered via MBMS/SFN only in e.g. dense urban areas and as classic unicast elsewhere. When UE moves out of the MBMS/SFN area a kind of HO procedure at the service level is required. This HO would be transparent to the access network, but would introduce considerable complexity at the service level.
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Figure 2: Service continuity between MBMS and non-MBMS "delivery" mode intra-LTE.
The main advantage of this scenario is that there is no need for additional functionalities to handle mobility outside the MBMS/SFN zone for UEs receiving the Mobile TV service via unicast (no eNodeB joining the distribution tree at HO procedure). Another advantage is the possibility of introducing a dedicated AGW for broadcast/multicast (BM-AGW) that would be a simplified version of a regular AGW.
On the other hand, this solution only moves the problem of switching between PTM and PTP delivery modes to higher layers, where it may be more difficult to handle. Another danger is the long service outage time if the handover is not to be handled by the access network. 
Therefore we suggest not adopting this alternative for intra-LTE mobility case.
Proposal 4: For a given service, the MBMS Service Area shall not be limited to the Max SFN Area.

3.2 Inter-RAT
There is however one case in which this approach could be beneficial in spite of apparent disadvantages: the UMTS ( LTE mobility.

This scenario is depicted in the Figure 3.
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Figure 2: Service continuity between LTE MBMS and non-MBMS UMTS.

It is fair to assume the MBMS R6/7 will not be deployed over all UMTS coverage. In some deployment scenarios, the LTE coverage may be limited to urban regions. In such scenario the service continuity during inter-RAT mobility is only possible at the service level.
While in principle, this mechanism is transparent to the access network, it may result in constraints that will apply to the LTE MBMS architecture (e.g. content synchronisation method). Also, the sad example of the SCUDIF shows that service change mechanisms tend to be much more complex than they appear, and have all kinds of impacts in the access network and in the core network that should be dealt with as soon as possible.
Proposal 5: Mechanisms enabling service continuity during HO between UMTS unicast and LTE MBMS broadcast/multicast reception should be studied. In particular, constraints in the access network (concerning e.g. content synchronisation) should be identified and taken into account in the LTE MBMS architecture design. 
Proposal 6: RAN3 should liaise to other working groups that are likely to be involved in the service continuity and inform them of its assumptions and findings.
4 Proposal
We suggest the following proposals formulated in this paper be agreed by RAN3:
Proposal 1: A mechanism shall be specified that will enable moving to Active state of the UEs that are receiving MBMS service in an SFN Area and that are approaching its edge. This mechanism is crucial to minimise the service interruption time when crossing the edge of the SFN Area.

Proposal 2: Methods to optimise HO procedure while receiving MBMS service in point to point mode should be studied.

Proposal 3: Distinct HO procedure for mobility while receiving MBMS service should be defined if needed.
Proposal 4: For a given service, the MBMS Service Area shall not be limited to the Max SFN Area.
Proposal 5: Mechanisms enabling service continuity during HO between UMTS unicast and LTE MBMS broadcast/multicast reception should be studied. In particular, constraints in the access network (concerning e.g. content synchronisation) should be identified and taken into account in the LTE MBMS architecture design. 

Proposal 6: RAN3 should liaise to other working groups that are likely to be involved in the service continuity and inform them of its assumptions and findings.
We propose to capture to capture the chapters 2 & 3 in the internal RAN3 TR.
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