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1. Introduction

In last RAN3#53bis in Seoul, c-plane signaling transport for paging on S1-C was discussed. And UDP/IP multicast and open issues are capture in the study area of TR R3.018 [1]. 

The purpose of this document is to discuss the open issues when UDP/IP multicast is used for paging on S1-C.
2. Discussion
Following open issues are captured in section 6.13.5.2.10 of TR R3.018 [1].
(1) Restrictions in eNB addressing?
(2) Actual IP multicast protocol? 

(3) Any other applications than paging and session start? which ones ?

(4) Can we assume that TNL always supports IP Multicast?

(5) Gain of IP Multicast due to requirements for security?
In the following part, we discuss the open issues above.

(1) Restrictions in eNB addressing
In UDP/IP multicast, private IP multicast address shall be assigned to each multicast group, i.e. TA in case of paging. Though eNB may be in different subnet, private IP multicast address could be assigned and the routing of IP multicast packet could be performed based on IP address, then we don’t see any other restrictions in eNB addressing.
(2) Actual IP multicast protocol

On actual IP multicast protocol, there are two type of protocols. One is IP multicast group management protocol for eNB, and the other is IP multicast routing management protocol for TNL. 
We think one mandatory IP multicast group management protocol for eNB, e.g. IGMP, MLD, should be specified in stage 3, taking into account the mandatory IP protocol version of TNL. 
On IP multicast routing management protocol, e.g. PIM-SM [3], when a data source, i.e. MME, first sends, its Designated Router (DR)
 unicasts Register messages to the Rendezvous Point (RP)
 with the source's paging data packets encapsulated within. The RP forwards the source's decapsulated data packets down the distribution tree toward group members, i.e. eNBs. If the data rate is high, the RP can send source-specific Join/Prune messages back towards the source (MME) and the source's (MME’s) unencapsulated data packets will travel to the RP directly. Also, a router with directly-connected members can switch to a source's shortest path tree (SP-tree
) by sending source-specific Join/Prune messages after receiving packets from that source over the shared RP tree. In the case using source-specific Join/Prune, MME needs to support a specific IP multicast routing management protocol. 
We think the data rate of paging will not be so high, but considering that RP may need to handle other IP multicast packet for MBMS u-plane, it might be efficient MME support a specific IP multicast routing protocol to support source specific multicast. Then one mandatory IP multicast routing management protocol should be specified in stage 3.
(3) Any other applications than paging and session start? Which ones?

Paging and session start/stop will be candidate for application using UDP/IP multicast at this point of time. An identification between them could be handled by message type field, e.g. in RANAP. Then there is no need to specify any other identification mechanism even if paging, session start/stop and another application use UDP/IP multicast.
(4) Can we assume that TNL always supports IP Multicast?

Generally, IP router supports IP multicast capability. Then we could assume TNL supporting IP multicast.
(5) Gain of IP Multicast due to requirements for security?

Considering NDS/IP, IP multicast may not work within IPsec tunnel between SEGs (Security Gateway), and we need to wait for reply from SA3 to LS [2]. On the other hand, the main purpose of IP multicast usage for paging is to reduce the processing load of MME and the delay of paging, and we could assume an IP router outside IPsec tunnel of NDS/IP. Then IP multicast could be used and the gain still exists even if NDS/IP is applied to some part of TNL. In addition, currently IETF MSEC WG has produced a series of standard tracks and informational RFCs to achieve secure multicast [4][5][6].
3. Conclusion
In this contribution, we discussed the open issues when UDP/IP multicast is used for paging.
We think UDP/IP multicast usage for paging on S1-C does not have any open issues. The commonality of signalling transport for MBMS session start needs to be taken into account.

We propose to include the contents of discussion section into section 6 and remove open issues in 6.13.5.2.10 of R3.018.
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� 	Designated Router (DR): A shared-media LAN like Ethernet may have multiple PIM-SM routers connected to it.  A single one of these routers, the DR, will act on behalf of directly connected hosts with respect to the PIM-SM protocol.  A single DR is elected per interface (LAN or otherwise) using a simple election process.[3]


� 	Rendezvous Point (RP).  An RP is a router that has been configured to be used as the root of the non-source-specific distribution tree for a         multicast group.  Join messages from receivers for a group are sent towards the RP, and data from senders is sent to the RP so that receivers can discover who the senders are and start to receive traffic destined for the group. [3]


� 	Shortest path tree (SPT)}.  The SPT is the multicast distribution tree created by the merger of all of the shortest paths that connect receivers to the source (as determined by unicast routing).
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