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1 Introduction 

This document discusses how radio resources can be allocated to an MBMS session within the set of MBMS resources pre-configured in a SFN synchronized cell.

It is based on the MBMS architectural model proposed in [1].

2 Discussion 

In the proposal described in [1], the following MBMS RRM functions are to be supported:

· Radio Bearer Control

· Radio Admission Control

· Multiplexing, MCS and Scheduling selection

· Inter-cell Single Frequency Network (SFN) coordination

The location of other RRM functionalities, e.g. UE counting handling, needs further discussion. 

This contribution proposes to study how the dynamic resource reservation, part of the radio admission control can be performed during MBMS session establishment.

2.1 Need for a Co-ordination for dynamic resource reservation at Session start

In order to optimize the use of the MBMS radio resources, it is proposed to pre-configure each eNodeB with a set of common MBMS resources, to be shared by the active MBMS sessions. The same resources must be allocated to a MBMS session in the SFN synchronized cells belonging to the MBMS area when the multi-cell transmission mode is used. However,

· There is no specific relationship between SFN area and MBMS areas. Two neighbour SFN synchronized cells belonging to different MBMS areas carry the MBMS data associated to different sessions. Depending on the observed MBMS load, each cell may reconfigure its set of common MBMS resources. The set of common MBMS resources may then be slightly different in neighbour cells.

· Several (MBMS)RRMs should be able to use the common set of MBMS resources configured in an eNodeB. Therefore a (MBMS)RRM cannot reserve the radio resources for a new MBMS session without having some information about the radio resources allocated to sessions handled by the services it does not control. 

There is a need to exchange resource availability information between the eNodeB and the (MBMS)RRM to handle the radio admission control during the establishment of a new session. Some mechanisms are proposed in the following sections.

2.1.1 Resource availability status 

When a RB is set up for a new MBMS session, it must define the radio block configuration mapped to the new RB. The same configuration must be applied in all the SFN synchronized cells belonging to the MBMS area(s). If the (MBMS)RRM decides the radio block configuration on its own, it may select a radio block configuration that is partly used in some cells by MBMS services controlled by other (MBMS)RRM.

The (MBMS)RRM could be assisted if each eNodeBs reports the availability of its MBMS resources.

Based on this information, the (MBMS)RRM can propose a radio block configuration at session start. This mechanism does not solve the collision cases when different (MBMS)RRMs try to set up MBMS for different sessions at the same time. The eNodeBs detecting the collision may indicate it to the second (MBMS)RRM.  This will result in a retry. 

2.1.2 Inter-eNodeB negotiation

This mechanism has been presented in [2]. Two options may be considered:

· The one-to-many multicast capability

A “master” eNodeB sends a reservation request to the SFN synchronized eNodeBs supporting the MBMS area(s), indicating a preferred radio block configuration. 

If a “slave” eNodeB cannot accept this configuration, it indicates its alternative options to all the SFN eNodeB supporting the MBMS area(s). Each eNodeB performs a “conflict resolution” and provide a ranked list of acceptable options. The “master” eNodeB can then define the appropriate configuration and send it to all the “slave” eNodeBs.

As an alternative, each “slave” eNodeB that cannot accept the configuration submitted by the “master” eNodeB, it can indicate its available resources to the “master” eNodeB that will decide on its own the appropriate configuration.

The “master” eNodeB could be preconfigured in a MBMS area.  The “master” eNodeB could also be dynamically allocated through coordinated RRM protocol.

· The many-to-many multicast capability

Each eNodeB receiving a MBMS resource request at Session start indicates the ranked list of radio block configuration options corresponding to the requested QoS to the other SFN synchronized eNodeBs supporting the MBMS area(s). After having received the indication from all the other eNodeBs, each eNodeB run a “conflict resolution” algorithm (the same in all the eNodeBs). Each eNodeB will then report the same radio block configuration to the (MBMS)RRM.

3 Summary and Proposals 

The contribution presented a co-ordination of the MBMS RRM functions for allocation of resources for an MBMS session. Proposed mechanisms could allow the coordination for dynamic resource reservation during the activation of an MBMS session.
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