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1 Introduction

The aim of this contribution is to describe the effort mobile network operators continuously face in configuring and optimizing their networks today.

Additionally this contribution is giving a definition about Self configuration and self optimization as an input for the “Evolved Universal Terrestrial Radio Access (E-UTRA) and Evolved Universal Terrestrial Radio Access Network (E-UTRAN)” Overall description, Stage 2 TS.
1.1. Optimization Process
[image: image1.emf]Tools/Human

Interaction

Tools/Human

Interaction

Network 

(e.g. eNodeB)

Sensor 

(e.g. Interface Trace)

(e.g. Drive Test)

(e.g. PM Counter)

(e.g. coverage Area)

Actuator 

(e.g. O&M, 

Element Manager)

(e.g. configuration

on site)

Control path

Controller

Actuators

Sensors

Mobile networks are dynamic structures, where continuously new sites are deployed, capacity upgrades are done and parameters adapted to local conditions. The main Process to achieve a high performant mobile network and to maintain a superior quality to the customer can be described by figure 1:
Figure 1 Closed loop optimization Process today
Network Operation/Optimization is a closed loop process of parameter deployment, evaluation of performance, optimization to of parameters, and redeployment of optimized parameters to the network.

1.1.1 Input data for optimization:

Although a mobile network could be seen as one monolithic network, input data for the optimization process has to be gathered by various techniques and from various sources:
Technique: Drive tests:

Purpose:

Field strength measurements

Interference measurements

Basic function

HO and voice quality

HO success rate for a certain route

etc….
Technique: Performance Data from Network nodes


Purpose:

Cell specific and global Statistics about:




HO success rates, 


HO reasons


Call and link durations


Data rates


Resource usage


Call drop reasons


etc….


Technique: Traces on interfaces:

Purpose:


Cell, multi cell and Ue specific statistics and measurements about:




Field strength


Interference 


Protocol analyses


Error reasons


Call and link drop reasons


HO reasons


etc….
 

Tracking of single Ue’s
The brief description above shows various sources used by mobile operator as input for the optimization process.
Considering equipment of different vendors the situation gets even worse, as different vendors may support different performance counters and measurements in their O&M systems.
Network operators in a multi vendor environment have to develop adaptation layers to translate performance measurements out of the networks nodes to be used in a common optimization platform.
In order to reduce the manual interaction for gathering performance data out of the network a process, as described in Figure 2 is desired.
A common aggregation point were necessary measurements and performance data for optimization purpose becomes available for the operator as well as a common point were basic parameters for network operation can be configured is desired.
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Figure 2 Closed loop optimization Process desired

A standardized common aggregation point where a standardized set of performance data out of the network nodes are going to be accumulated is desired.
1.1.2 Output data from optimization process:

The output data from the optimization process is basically the network configuration, currently deployed by O&M to various nodes in the network.
As different vendors support different parameters even for basic configuration and moreover sometimes these parameters have different meaning across different vendors, a partly standardized subset of configuration parameters is desired.
In order to ease the optimization and parameterization a standardized set of configuration parameters is desired

1.2. Current situation at operators

Currently optimization at mobile network operators is a cumbersome task, as basic input data for the optimization process have to be pre-processed with huge manual effort and human interaction before coming to the optimization process itself.

This aspect is heavily driving expenses for system operation and is going to be worse in future as legacy systems (GSM, 3G, etc.) have to be maintained as well in future.
1.3. Simple use case

A newly deployed base station side starts its operation. Assuming basic setup is already done by self configuration means.

Addresses for the new node are already allocated, connectivity to all necessary nodes are established and the node is already authenticated and neighbouring relations are correctly established towards the neighbour base stations.
Let’s assume now a very simple failure case:

A construction worker mixed up the antenna cables and connected the antenna directing to the south to the NodeB allocated to cover the direction to north and vice versa.

Due to this accident, users in the neighbouring cell in the south and in the north of the new base station site are suffering from high interference.

As all Ue’s attached to the neighbouring cells would immediately report higher interference, such a case could be easily alarmed and countermeasures could be taken immediately.
2 Definitions:

At RAN3#53 a “light weight” definition of Self Configuration and Self Optimization was agreed in RAN3. 
T-Mobile was asked to elaborate more on a definition for Self Configuration and Self Optimization.
The following text is proposed to be included in section 19 “Support for self-configuration and self-optimisation” in the “Evolved Universal Terrestrial Radio Access (E-UTRA) and Evolved Universal Terrestrial Radio Access Network (E-UTRAN)” Overall description, Stage 2 TS.

*******************************************************************************************************
19
Support for self-configuration and self-optimisation

Self-configuration is the process where newly deployed nodes are configured by automatic installation procedures to get the necessary basic configuration for system operation
Note: depending on the final chosen functional distribution in RAN the feasibility of following items should be studied e.g.:

· To obtain the necessary interface configuration.

· Automatic registration of nodes in the system can be provided by the network. 

· Alternative possibilities for nodes to obtain a valid configuration.

· The required standardization scope. 

Self-optimisation is the process where nodes which are already set into operation start to optimize the network and the system behaviour.

Note: depending on the final chosen functional distribution in RAN the feasibility of following items should be studied e.g.:

· The distribution of data and measurements over interfaces relevant to RAN3.

· Functions/entities/nodes in charge of data aggregation for optimization purpose.

· Dependencies with O&M and O&M interfaces, in the self optimization process.

· The required standardization scope.

The architecture of logical self-optimising functionality is FFS.

19.1 Definitions

19.1.1 Self Configuration

Self configuration is the processes were all equipment and transport network related parameters are assigned to a newly deployed network node.
After the first initial configuration, the node shall have sufficient connectivity towards the network to obtain possible additional configuration parameters or software updates from the network to get into full operation.

The architecture supporting Self Configuration is FFS.

Note: depending on the final chosen functional distribution in RAN, the exact description of in- and output parameters needed for self configuration has to be reassessed and possibly extended 
Possible Input and Output parameters for the Self Configuration entity:

Input:
· Unique eNodeB identifier
(The format and the assignment of the identifier is FFS)
Output:

· Hardware configuration data 

· Transport configuration data: interface configurations on S1 and X2 interfaces are obtained automatically

· Network IP address for eNB (e.g. based on DHCP like approach)

· Automatic registration /Authentication of eNodeB

· Association of O&M and Access Gate Ways (aGW)
· Specific SW/basic parameter set and initialisation

19.1.2 Self Planning

Self planning is the processes were radio planning parameters are assigned to a newly deployed network node.

Parameters in scope of self planning:

· Neighbour cell relations 

· max TX power values of Ue and eNodeB

· HO parameters, Hysteresis, trigger levels etc

Note: depending on the final chosen functional distribution in RAN and detailed knowledge of parameters needed for configuration of the L1 the list above has to be reassessed and extended 
Possible Input and Output parameters and sources for the Self planning entity are:

Input:

· Initial radio parameter:
· Planning tool based on operator definitions & theoretical or empirical model

· Parameter default database

· Neighbourhood cell via

· Planning tool based on operator definitions & theoretical or empirical model

· UE & eNodeB information

Output:

· Radio parameter data base

· Neighbourhood list

19.1.3 Self Optimisation

Self optimisation is the processes were UE & eNodeB measurements and performance measurements are used to auto-tune the network.

Parameters in scope of self optimisation:

· Neighbour cell relations 

· max TX power values of Ue and eNodeB

· HO parameters, Hysteresis, trigger levels etc

· Antenna tilt

Note: depending on the final chosen functional distribution in RAN and detailed knowledge of parameters needed for optimization the list above has to be reassessed and extended 

Possible Input and Output parameters and sources for the Self optimisation entity are:

Input:

· UE/eNodeB measurement data

· A defined set of performance measurement data

Output:

· Optimized radio parameter set

· Output power

· Self tone planning 

· Trigger for any kind of event

· Admission and congestion control parameter

3 Summary/Conclusion

By simply enabling a common aggregation point were a subset of standardized performance data becomes available, 80% of cumbersome tasks to aggregate, pre-process and analyze performance data can be avoided. 
Furthermore, special tracing equipment for various interfaces wouldn’t be needed as the most important performance data are available on a common point across different vendors.
T-Mobile proposes to agree on the definition on self optimization and self configuration given in section 2 of this contribution and to include the proposed text in the “Evolved Universal Terrestrial Radio Access (E-UTRA) and Evolved Universal Terrestrial Radio Access Network (E-UTRAN)” Overall description, Stage 2 TS.
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