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1. Proposal
Based on the discussion in on document R3-061198 and R3-061404, this contribution proposes a text on eNodeB measurement reporting to be included in R3-018.
Compared to the text in R3-061404, the following changes have been implemented:

· A motivation section has been added with additional text in order to capture the underlying reasoning about the concept.

· The statement “has been agreed” has been changed to “has been discussed”.

· In bullet 1 in the description of the measurement scheme, an errorously removed FFS (from the original text) has been corrected.

-----------------------------
6.12.3.2
De-Centralised RRM

The following points should be considered in a the de-centralised handling of RRM

-
dependent on deployment scenario

· load sharing between cells (intra- and inter-RAT)

· avoidance/coordination of competing decision points for UE specific RRM algorithms (e.g. radio based handover) in an multi-vendor/multi-operator environment

· avoidance/coordination of competing decision points for RRM algorithms with multi-cell scope like Traffic Management algorithms (e.g. load based handover) or dynamic Radio Configuration algorithms (e.g. interference co-ordination) in an multi-vendor/multi-operator environment

· periodic and event driven information exchange between affected network  nodes

· dynamic / semi-static Radio Configuration

· problems related to the specification of RRM Algorithms in a multi-vendor environment

6.12.3.2.1 Measurement Concept for eNodeB Reporting
6.12.3.2.1.1 Motivation

In Rel-6 the concept for measurements is flexible but also somewhat complex. The measurement reporting criteria is determined by the requesting entity, the RNC, and the detailed parameter settings for the measurement is dependent on the algorithm that uses the measurement. 

In a centralized architecture, there is only one controlling entity the Node B is communicating with. In a distributed architecture though, we have to face the possibility that a potential large number of neighbour eNodeBs requests measurements in a certain eNodeB. Such an architecture can suffer from the following problems:

1. Resource consumption for Node B measurements. Potentially the measurements, as well as the measurement reporting criteria might differ between eNodeBs Thus, each Node B may have to measure and report differently towards every neighbour eNodeB and this might generate some significant complexity and processing load.

To be more specific, the resource consumption issues are:

a.
A lot of processing resources would need to be assigned in the Node B to handle the multitude of measurements and evaluation against measurement reporting criteria.

b.
The transport network load due to measurement reporting would be high, as each measurement is reported independently to each controller, and as the data sent in these messages would be potentially different, it would be impossible to use transport network optimizations such as multicast. 

2. Security: It has to be evaluated if in an distributed network architecture, where eNodeBs are attached to an IP network, and where eNodeBs are designed to provide measurement data to its neighbours, the Rel-6 measurement allows for Denial-of-Service-Attacks, where an intruder could impersonate another node and request measurements to the amount that the system gets overloaded.

A possible way forward, could be to explore the possibility for a scheme in where eNodeBs need not to evaluate reporting criteria separately on a per neighbour basis. That would significantly reduce the processing load as well as lower the security threat described above. We also note that if measurements are not done on a per neighbour basis, it is likely that the same measurement value would be reported to a set of neighbours, thus it would be beneficial to be able to exploit transport network mechanisms for broadcast/multicast.

6.12.3.2.1.1 Measurement scheme
The following scheme has been discussed for eNodeB – eNodeB measurement exchange.

1. eNodeB “publish” the measurements it can provide, and which criteria it will use to send a report. The exact mechanism for this publication is FFS.

2. neighbour eNodeBs analyses the published information, and if the information is needed for RRM purposes, the neighbour eNodeB joins the distribution of the measurement. Specifically solutions based on IP multi-cast should be studied (FFS).

3. The original eNodeB reports its measurements, and all neighbour eNodeBs that have joined the distribution receives the measurement reports.

4. eNodeBs can when deemed appropriate decide to leave the distribution of the measurement (algorithm reconfiguration, node shutdown etc).

Notes:

· This scheme do not preclude the usage of temporal point to point measurements between eNodeBs (the need and mechanism FFS).

· 
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