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1. Introduction and proposal

Based on the agreement made in RAN3#53 on LTE Signalling Transport, the following text is proposed to be included in the Study Area of TR R3.018 from R3-061218. The title numbering below is only suggestive.
6 Study Areas

6.1 Introduction

The development of the Evolved UTRAN will bring about a re-evaluation of established functions and the introduction of new functionalities compared to the pre LTE Access Network. 

This section should capture what these functionalities are and describe the issues and discussion during their formulation.
<…>

6.X
Signalling Transport
6.X.1
Introduction

This section discusses about possible approaches to signalling transport in E-UTRAN.
6.X.2
Peer to peer IP Mode SCTP Connections
The 3G application protocols like RANAP do not contain sufficient addressing information in the application level messages and thus the accurate addressing must be done below the application protocol layer.

In the current 3GPP specifications, SCCP and M3UA adaptation layer provide means for addressing e.g. the signaling connections at the accuracy of mobile users (see Figure 1).

On the other hand, also SCTP and IP provide the means for addressing signaling bearers with the required accuracy. Thus the current 3G protocol stack contains duplicated addressing/routing mechanisms.

The LTE network is fully IP based and the S1-c and X2-c interfaces require only peer-to-peer IP mode SCTP connections. In this context the signaling bearers on S1-c and X2-c need no more be compliant with SS7 and a SCTP/IP based signaling bearer addressing could simplify the stack remarkably. 
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Figure 1.
RNL Signalling bearers on Iu interface, the principle
The SCTP protocol has the following properties:

· connection oriented (like TCP)

· SCTP association between two hosts (peers)

· creation of association similar to creation of TCP connection 

· <IPS, portS, IPD, portD, protocol> tuple identifies an association

· SCTP stream:  "sequence of user messages that are to be delivered to the upper-layer protocol in order with respect to other messages within the same stream" 
· streams are unidirectional

· sequenced delivery within streams

· BUT user can force SCTP to accept packets out of order (unordered bit)

· acknowledgement and congestion avoidance is functionally separate from sequenced stream delivery, I.e. reliable delivery happens on association level, not stream level

· unique Transmission Sequence Number (TSN) for each SCTP DATA chunk  

· multihoming (multiple IP addresses in a peer)

· user data fragmentation if PDU larger than path MTU
· chunk bundling (more than one user message in SCTP packet)

· DATA chunks within a SCTP packet can belong to same and/or different streams

· SCTP endpoint MUST always acknowledge the reception of each valid DATA chunk

· SCTP checksum covers only SCTP control and data chunks (no pseudo headers like in TCP)

· SCTP must verify that the verification tag in SCTP packet matches its own tag

· Destination transport addresses can be:

· Active: available and has been used recently

· Inactive: inactive due to errors and unavailable to transport user messages

· Idle: has not had user messages sent to it within some length of time

In the peer-to-peer IP mode SCTP peers (e.g. LTE nodes) establish SCTP associations for their control plane interfaces (S1-c and X2-c). The information about the other peers and the interfaces can be configured into LTE nodes by using O&M functions. The SCTP layer maintains the established association automatically and can detect the failures in the connection. For address resolution the same mechanism are available as in today’s IP networks, e.g., DNS.

One SCTP association can be shared dynamically with maximum of 64k concurrent streams (note, unidirectional) as the SCTP data chunck contains 16-bit wide stream ID.

The IP packet that carries SCTP Payload Data contains several addressing elements that can be used to differentiate signaling bearers in peer-to-peer IP mode SCTP connections (see Figure 2).
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Figure 2.
Addressing elements in the IP packet that carries SCTP Payload Data

· The IPv6 (or IPv4) Header and the SCTP Common Header address the SCTP association between the peers

· The SCTP packet is composed of a common header and chunk.  The chunk contains either control information or user data.

· The SCTP Data Chunk header address normally the payload protocol type (e.g. RANAP) and the stream through which the message is delivered

· The different application layer connections within the SCTP association can be differentiated by using Stream Id and PPI together (the latter identifies application protocol like RANAP, RNSAP…)

6.X.2.1
How to use SCTP in E-UTRAN: Alternative 1
One other possible solution for addressing the signaling bearers in LTE control plane interfaces is to use a dedicated SCTP stream per a signaling connection within one SCTP association (peer-to-peer connection). In theory, one SCTP association could contain up to 64k streams. However in practice, this maximum amount of streams cannot be utilized because each SCTP Stream requires an instance at the SCTP layer that must maintain per stream receive/transmit buffers for messages and state machines that take care of the message delivery with error handling e.g. re-transmissions in each stream separately. Using a SCTP stream per mobile user might consume too much processing power in a peer, so it cannot provide a feasible solution for user addressing. Of course SCTP multi-streaming can be recommended in order to avoid head-of-line blocking that is typical in TCP connections, but the amount of concurrent streams should be limited likely to some hundreds. In this way the SCTP streams shall be applied only for dividing signaling traffic to independent flows so that one stream cannot block the other streams in case of failures.
The RFC 2960 explains that the Payload Protocol Identifier (PPI) field is not used by SCTP but can be used by certain network entities as well as the peer application to identify the type of information being carried in this DATA chunk. The value 0 indicates no application layer indentifier is specified by the upper layer for this payload data i.e. use of the PPI field is optional depending on the applications.

ICurrently the 32-bit wide PPI field is not in efficient use as there are assigned only a few payload protocol type values. Situation can be compared with the well known ports in TCP/UDP. In order to make a better use of the PPI field the higher number values could be used for addressing of signaling bearers in similar manner as in TCP/UDP where the higher port number values (ephemeral ports) can be used freely for short lived connections.

The loose specification of the PPI field use in the RFC 2960 enables to apply it in special way in the LTE Networks without conflict between 3GPP and IETF.

When the PPI field is applied for addressing a signaling bearer, the number of concurrent stream IDs could be kept lower and the problem of handling unidirectional streams for bidirectional signaling bearers can be overcome. In this way the signalling connections can be addressed e.g. with the accuracy of a user, or some network service without need for additional and complex mechanisms at the upper protocol layers.

6.X.3
Example of NAS Signalling Connection Handling 

The NAS signaling connection handling between the UE and the Core Network in the LTE/SAE could be the following:

1. The "S1 signaling connection Id" for the UE is allocated by the eNodeB, or by the MME during the NAS signaling connection establishment procedure depending on which entity activates the connection. For example an application protocol message "Initial UE message" (see figure 3) contains the "S1 signaling connection Id" for the UE that is assigned by the eNodeB when the UE has initiated the NAS signaling connection establishment. In case of the LTE/SAE architecture the eNodeB and the MME are required to store and remember the S1 signaling connection Identifiers for the duration of the S1 connection.
2. After NAS signaling connection establishment, the evolved RANAP "Direct Transfer" messages (see figures 4 and 5) do no more contain the "S1 signaling connection Id", so the eNodeB and the MME must initiate communication instances for the S1 signaling connection for the UE that is mapped to the SCTP association between the peers (eNodeB and MME), SCTP Stream (selection can based on a known algorithm in peers) and the "S1 signaling connection Id".

3. When the communication instance for the UE in a peer wants to send an application message to its remote peer, the peer (now eNodeB or MME) sets the "S1 signaling connection Id" in the PPI field of each SCTP DATA chunk that carries application protocol messages and sends the message for delivery using the SCTP association and SCTP Stream that is mapped to the S1 signaling connection.

4. The receiving peer reads the SCTP DATA chunk from the SCTP Stream that is carried in the SCTP association, checks the the "S1 signaling connection Id" in the PPI field of the SCTP DATA chunk that carries application protocol messages and sends the application message to the communication instance that handles the S1 signaling connection for the UE.

In general the way how the PPI field of the SCTP Data chunk is applied for addressing depends on the needs of the application level protocol or the network service. For example some signaling connections may have to address group of users, some network objects e.g. cells and so on.
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Figure 3.
Initial NAS Signaling connection establishment
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Figure 4.
Uplink Direct Transfer
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Figure 5.
Uplink Direct Transfer
6.X.2.2
How to Use SCTP in E-UTRAN: Alternative 2

In alternative 1, the use of PPI field for enhanced addressing purpose has been proposed.

In this alternative 2, different addressing schemes are investigated which do not make use of the PPI field or any intermediate addressing field. Two mappings are considered:

· either S1/X2 CP is mapped onto one (or two)streams and there is only a couple of SCTP associations per eNodeB-ASGW pair,

· or S1/X2 CP is directly mapped onto one SCTP association and there is one SCTP association per UE.

These two mappings are assessed here-below to see if they fulfil the scalability, granularity and timing requirements. 

Scalability

When one S1/X2 CP is mapped onto one (or two) SCTP streams, this means that there is one (or two) SCTP streams per UE which leads to hundreds of streams to be managed per SCTP association (TR25913 speaks of 200 active users in a 5 Mhz bandwidth but this does not account for the dormant users still connected). 

This huge number of streams per connection leads to scalability issues because all stream IDs would have to be managed without associated explicit signalling and they also need to be kept synchronized. Also, the flow control is not defined per stream but per association and a heavy multi-streaming will likely have to be managed in order to avoid the head of line blocking.

Because of these issues, it can be concluded that the mapping of S1/X2 CP onto one (or two) streams doesn’t fulfil the scalability requirement. In what follows, only the second mapping corresponding to one SCTP association per UE is therefore further considered. 

Granularity

The S1-flex structure requires that the eNodeB connects to multiple ASGWs and the selection of the ASGW is done on a per UE basis dynamically. For a given UE, there is thus only one connection between one eNodeB and one ASGW. Besides, it is also assumed that for a given UE there is only one S1 CP instance hosted in this ASGW. Therefore, by a simple one-to-one mapping between one S1 CP and one SCTP association, the suitable granularity can be achieved when using the mapping of one SCTP association per UE. 

Timing Requirements

Timing requirements have also to be checked wrt the one SCTP association per UE asumption.

Obviously, S1 CP signalling messages needs to be exchanged over the SCTP association when the UE is active.

When the UE is not in the LTE_active state, in order to limit the number of existing SCTP associations when one association corresponds to one UE, the SCTP association should reasonably not exist.

Assuming the SCTP associations are not maintained during the idle periods, the association must then be set up at idle-active transition time. The corresponding set up time will thus contribute to the overall idle-active transition duration which has been limited to 100ms.

The establishment of an SCTP association is a two steps mechanism as follows:

Client
                   Server

    ------------- INIT -------------------->

    <-------- INIT-ACK -----------------

    ----- COOKIE-ECHO/data ---->
  

                                                     <------ COOKIE-ACK/data -----     

The first data transmission can be piggy-backed as soon as within the first COOKIE-ECHO exchange. Therefore, a time roughly equivalent to the time required for a single ping of a host is to be added. This should be limited to one to two tens of milliseconds if we think of Internet today.

As far as X2 interface is concerned, the connection opened at handover time between two nodeBs is to be established during the preparation phase which should not suffer from two tens of milliseconds.

Conclusion for alternative 2

The above analysis shows that alternative 2 fulfils the requirements if a direct mapping of S1/X2 CP onto one SCTP association is done. Alternative 2 thus proposes to use a straight SCTP/IP signalling transport protocol over S1 and X2 interfaces with one SCTP association defined per UE.

End of change proposal
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