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MBMS aspects in SAE/LTE work
1. Introduction

This contribution highlights some items related to the MBMS support in SAE/LTE architecture. The proposed working assumptions should be discussed and included to the relevant section in the RAN3 TR if seen feasible.

2. MBMS aspects for Discussion

2.1 MBMS Operation modes

In Rel-6 MBMS, two MBMS modes were introduced: Multicast mode and Broadcast mode.

The Broadcast mode is the simplest mode to transmit MBMS data. When Broadcast mode is used, the data will be always transmitted to a predefined MBMS Service area when the service session is ongoing. 

When the MBMS Multicast mode is used, the radio resources and transmission network resources can be optised and MBMS Data can be delivered only to the areas, which have receivers inside the predefined MBMS Service area. The resource optimization requires additional functionality in the network, and also from the UE which first has to subscibe the service it is interested. Then secondly, the UE also has to join the service. After the Subscription and Join operations, network becomes aware of the UE, and therefore its location is also known in the network. The location information enables that the data can be delivered only to the areas, which have UEs. Therefore the MBMS Multicast mode is more efficient from resource consumption point of view.
Conclusion: We see that both MBMS operation modes are justified in LTE MBMS. By using two modes, it enables that MBMS data can be delivered by the simple MBMS Broadcast mode when seen suitable, and then also gives possibility to optimize the resources and charging methods by using the MBMS Multicast mode. 
2.2 Architectural aspects

Basic SAE/LTE architecture has been defined in 3GPP and the architecture impact of MBMS slowly started to provide MBMS service efficiently. Since it has been agreed that S1 interface (between eNodeB and aGW) will be flex interface, it should be studied how MBMS architecture should look like in this environment. Another important assumption is that RAN3 #51bis concluded that RAN3 doesn’t see any showstopper to separate MME and UPE and this will be working assumption for the further study.

Based on the above assumptions, there will be two possibilities to provide MBMS bearer service; through multiple UPEs and through one UPE.

In case multiple UPEs are providing MBMS bearer service, eNodeB will receive duplicated MBMS bearer services from different UPEs and the last mile transport resources will be wasted. As an alternative the eNodeB could pick up during the MBMS Session start phase one Private IP Multicast address to join in. However the MMEs need to request from several UPEs the Private IP Multicast address and forward the list of the addresses during the MBMS session start phase towards the eNodeBs, which will join only to one Private IP Multicast group to get the MBMS user data for a particular MBMS session. In the described alternative unnecessary signaling is required in several places in the network, which can be considered as waisting resources in the network. Moreover, if there is no eNodeB which wants to receive the MBMS bearer service under certain UPE at the time BM-SC starts download the MBMS service to the UPE, the UPE could discard the data packets or leave the Multicast group, but in any case resources would be waisted. 
As in section 2.5, we believe that IP multicast will optimize the transport resource for MBMS service. For the private IP multicast service, private IP multicast address allocation procedure will be much simpler if one UPE handles private IP multicast address allocation for MBMS service. Choosing one UPE for MBMS service could be configured via O&M. Selecting one UPE for MBMS dynamically would bring a lot of signalling because all the UPEs and MMEs need to handshake to inform which UPE will serve the MBMS. Thus we believe it is beneficial to have only one UPE serving one MBMS bearer service and this MBMS UPE selection is very static procedure. 

Then to discuss MME part, MME is handling only controlling signalling and this controlling signalling will be relatively small portion compared to MBMS user traffic. And since user context will be in MME in any case, the benefit of having only one MBMS MME might not be as obvious as UPE case. Thus it is assumed at this state that in addition to normal mobility management signalling, all MBMS related control signalling will be handled by the same MMEs to which interested UEs are attached.

Conclusions: Only one UPE shall serve one MBMS bearer service and this MBMS UPE for certain service is configured via O&M. The MBMS related control signalling can be handled by more than one MME, by the same MMEs to which interested UEs are attached.

2.3 MBMS Session Start

For each MBMS Multicast and Broadcast session an MBMS service area is defined. The MBMS Service area consists of the cells over which the MBMS user data related to a particular MBMS service is distributed. This has been the approach for Rel-6 MBMS and should remain same also for LTE MBMS.

However in Rel-6 the MBMS Session Start Request message was distributed to all the RNCs under control of a SGSN independent whether the RNC had at all cells under its control belonging to the MBMS Service Area of that particular MBMS service. The reason for this approach was to increase propability that all drift-RNCs receive session start. As such Iur interface do not exist in LTE due to the different network architecture; there is no need to forward the Session Start indication from aGW to all the eNBs connected to it.
Conclusion: In LTE MBMS the number of the eNBs receiving the indication about the MBMS Session Start can be limited: 

· The MME shall contain a mapping table of the MBMS Service Areas and eNBs. 
· In MBMS Multicast mode the indication about the MBMS session start is forwarded towards the eNBs, which belong to the MBMS Service Area of that particular starting MBMS Multicast session and to the Tracking area which contains at least one interested (joined) user.
· In MBMS Broadcast mode the indication about the MBMS session start is forwarded towards the eNBs, which belong to the MBMS Service Area of that particular MBMS Broadcast session.
2.4 Counting and PTP/PTM Switching for LTE MBMS

In Rel-6 MBMS counting is used both for detecting whether there are any recipients of an MBMS service in the cell and for determining whether PTP or PTM transmission mode should be used. As discussed in [1] and [2], the PTP transmission mode increases the MBMS complexity and with the use of OFDM, the gains from PTP transmission mode might be very limited or even non-existent. Thus counting might not be necessary for the determination of the PTP/PTM transmission mode. However, the possibility of detecting whether there are any recipients in a given cell does allow significantly more efficient transmission of localized MBMS services in cases when the recipient population is sparse, as the data does not need to be transmitted in “empty” cells. Thus counting to detect the existence of any recipients is an essential feature for LTE MBMS and should be possible for idle and active state UEs. If PTP transmission mode is no longer supported in LTE MBMS, it should be investigated whether it is still necessary to support any threshold for the number of recipients in a cell or whether it is sufficient to merely indicate the presence of one or more recipients in the cell. For the detailed counting mechanism, the increasing probability factor approach adopted for Rel-6 is a natural starting point, but possibilities for simplifications should be allowed e.g. due to removal of PTP transmission mode.

Conclusions: Counting to detect the existence of any recipients should be possible for idle and active state UEs. It should be investigated whether it is necessary to support other threshold values than 1 for the number of recipients in a cell.    

2.5 MBMS User Data delivery
Depending on the network configuration in SAE/LTE system each eNB is connected separately to the UPE or various scenarios with chained and tree like (branched) topologies are used. However it is obvious that more eNBs are connected to a UPE than RNCs typically are connected to a SGSN in Rel-6. Therefore all means to optimize the used transmission capacity between the eNBs and the UPE during the MBMS user data transmission should be in focus when specifying the MBMS in SAE/LTE.
Using the IP Multicast for the data transmission would allow the UPE to send MBMS user data packets to a subset of all hosts as a group transmission instead of having to send packets individually to every single eNB or cell requesting the user data. The IP Multicast packets are replicated in the network at the point where paths diverge. 
Figure 1 presents the case of separate tunnels between each eNB and UPE. There we can see that the same data is transmitted over a path on multiple parallel tunnels, if there are several eNBs (chained or branched) behind that path.
In Figure 2 the gain of the IP Multicast in the transmission optimization is clearly visible. The MBMS user data packets are transmitted between the network nodes only once and the downlink node copies the data packets to all the joined lower nodes.
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The principle in the MBMS user data delivery using IP Multicast is that during MBMS session start all the eNBs controlling cells, which belong to the particular MBMS service area, will get the Private IP Multicast address, which is used for the IP Multicast group in the transmission. The eNB may join to that Private IP Multicast group with IGMP Join procedure.
Conclusion: To allow the optimization of the used transmission capacity between the UPE and eNBs independent of the used network configuration the IP Multicast should be used for the MBMS user data delivery. 

3. Conclusions
In this contribution several MBMS items have been discussed and following working assumptions are proposed to be reflected in the RAN 3 TR:
1) MBMS Operation modes: Both MBMS operation modes shall be part of LTE MBMS concept
2) MBMS Architecture aspects: Only one UPE shall serve one MBMS bearer service and this MBMS UPE for certain service is configured via O&M.The MBMS related control signalling can be handled by more than one MME, by the same MMEs to which interested UEs are attached.

3) MBMS Service Area handling: The MME shall contain a mapping table of the MBMS Service Areas and eNBs. 
In MBMS Multicast mode the indication about the MBMS session start is forwarded towards the eNBs, which belong to the MBMS Service Area of that particular starting MBMS Multicast session and to the Tracking area which contains at least one interested (joined) user.
 In MBMS Broadcast mode the indication about the MBMS session start is forwarded towards the eNBs, which belong to the MBMS Service Area of that particular MBMS Broadcast session.

4) Counting: Counting to detect the existence of any recipients should be possible for idle and active state UEs. The need to support other threshold values than 1 for the number of recipients in a cell is FFS.

5) MBMS User data delivery: the IP Multicast should be used for the MBMS user data delivery. 
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Figure 1: Conventional way for the MBMS user data delivery 
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Figure 2: MBMS user data delivery using IP Multicast 





R3





R2





R1





� EMBED Unknown  ���





� EMBED Unknown  ���





� EMBED Unknown  ���





� EMBED Unknown  ���























eNB4





eNB3





eNB2





















































aGW/UPE





eNB1








[image: image1][image: image2.png]


[image: image3.png]


[image: image4.png]


[image: image5.png]


[image: image6.png]


[image: image7.png]


[image: image8.png]


[image: image9.png]


[image: image10.emf]_1207602595.bin

_1207602597.bin

_1207602598.bin

_1207602596.bin

_1207602593.bin

_1207602594.bin

_1207602592.bin

_1207602591.bin

