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1. Introduction
This paper discusses the issue of sharing information about target cells at the time of deciding inter-ENB handover. It also introduces the concept of multicasting ENB Cell Congestion Status information to neighbour ENBs.

2. Discussion
2.1. Current Status

At the time of deciding handover from one source cell to a target cell, the deciding entity (source ENB, RRM server, or AGW, depending on proposals) should in some cases determine if the target cell can cope with such handover. There exists many reasons why the target cell could not hold the new context, the target cell being at the edge of its capacity in terms of various dimensions [1], [2], [3], as listed below :

· Averaged value of cell load

· Downlink power

· Uplink Interference

· Chunk usage

· Number of RRC connected users, 

· Hardware resource usage (e.g. baseband and transport board)

· Operation state (enable / disable)

· Usage restrictions

· Received PWBT

It was thus proposed [1], [2] to have the possibility for ENB to report regularly such dimensions to an external RRM server, who would estimate the capability of each source cell to cope with an additional radio link of a given QoS, and would report it upon request to the source ENB at the time of deciding a handover. Similar external RRM concept was also presented in [3], [4], except that instead of source ENB, AGW was in charge of taking the HO decision. 

It was further noted in [1] that such interaction with external RRM server was probably not needed and could be skipped for rural areas, where handover latency might be more critical (because of higher speed UE and larger cells size), and where it is anticipated that congestion would not be an issue.
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Figure 1 - Inter ENB mobility signalling Flow with RRM Server
2.2. Identified Limitations

The introduction of an external RRM server for inter ENB mobility purpose obviously requires the introduction of a list of various new signalling interfaces (e.g. ENB/CRRM ; AGW/CRRM ; CRRM-CRRM). However, as stated in [3], [4], more interfaces make the system more complex and difficult to test and stabilise.

Noticeably, it has not been yet investigated if RRM servers that will control neighbour geographical areas should be connected together, in order to allow smooth mobility across adjacent cells controlled by different RRM servers.

The corresponding ENB-CRRM interface will not be light, since, 

· the reporting traffic is as verbose as were NBAP common measurement

· each handover occurrence will create associated mobility signalling to get a clearance for inter-ENB mobility decision.

All proposals mentioned a m:1 interface scheme between ENB and RRM Server. However, external RRM server then becomes a single point of failure, treating all inter-ENB mobility events, which is against the general requirement to have flex (m:n) approach whenever applicable.

2.3. Proposal

Because of the above limitations, we would like to get rid of the RRM Server concept, while keeping some level of coordination to avoid error cases in inter-ENB mobility cases due to congestion. The proposed scheme is based on the following principles

· ENB determines alone its level of congestion for each of its cells, according to its own detailed status and design. 

· When appropriate, ENB multicasts its congestion status to its neighbour ENB.

· At the time of handover, surrounding source ENB uses the congestion status of target cell to know quickly if the handover of a session with a given QoS will overload the target ENB. Source ENB can autonomously take appropriate HO decision (e.g. select another less loaded cell).
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Figure 2- Inter ENB mobility signalling Flow with Cell Congestion Status Multicast
2.4. Pros and Cons

The advantages of the proposed scheme are as follows :

· The latency of inter-ENB handover procedure can be reduced, by (i) avoiding error cases due to congestion, and by (ii) avoiding signalling before the making of HO decision.

· The scheme introduces only one additional message to the ENB-ENB interface. This interface is expected to be used also for many other purposes (context transfer, data forwarding, and paging propagation). 

· It also removes the need for one additional RAN node and up to 3 related interfaces, thus simplifying the overall UTRAN architecture.

On the other hand, the scheme raises the level of signalling since each ENB should inform all its neighbours of its congestion status (i.e. more messages are signalled, compared with the usage of a central RRM Server), as seen in the below figure :
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Figure 3 - Signalling Cell load conditions (a) with RRM Server (b) with cell congestion status multicast

The following observations however minimise this impact :

· Unlike stated in [3], the number of neighbour ENB is expected to be lower than 32, since 32 represents the maximum number of neighbour cells for a given cell. In case of high density areas, where inter ENB coordination might be needed to avoid congestion, ENB are expected to be sectored, so that the number of neighbour ENB would rather be in the order of 10.

· Also, each individual message can be made small, since ENB only needs to indicate a single level of congestion (e.g. available free capacity), instead of verbose information on each parameter affecting its capacity.

· In addition, the message might need to be encoded only once, if one single message is multicast to various destination ENB.

· Finally, the frequency of transmission of such cell broadcast information is expected to be low, compared to that of occurrence of handover in a cell. So the lost signalling capacity at ENB due to the scheme introduction is considered marginal compared to signalling capacity that can be saved be removing the need of external RRM server.
	
	Deployed RRM Server
	Multicast the Cell Congestion Status

	Handover latency
	Critical
	Not critical

	New signalling interface
	Yes (Needed)
	No (Reuse the ENB-ENB interface)

	Simplicity
	No (Additional node will be needed)
	Yes

	Redundancy
	No (Single point of failure)
	Yes


Table 1: Comparison between deployed RRM Server and Multicast the Cell Congestion Status
The actual relevant question about the scheme is thus how often should the Cell Congestion Status information be multicast to surrounding ENB. 

One may think that this procedure might be required each time a cell accepts a new radio link (e.g. at call setup or handover), in order for each neighbour ENB to know exactly what the resource usage is in their surrounding ENB. However, this also can be put in perspective with the following observations

· Even with fast detection and reporting of congestion level, the precise instantaneous congestion information might be obsolete at the time of using it, due to the latency and the crossing of the reporting, cell inquiry, and handover procedures.

· The congestion information is only relevant when one ENB enters or leaves some congestion level. And in our proposed scheme, it could be left free to ENB to decide when it shall change its level of congestion, using appropriate filtering of fluctuations of resource instantaneously being used (cf example show in below figure).
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Figure 4 – Triggering conditions for cell congestion status multicast (example)
From the above observations, we believe that EUTRAN architecture can be strongly simplified, and signalling can be strongly decreased, when replacing the RRM Server concept with the introduction of cell congestion status multicast.
3. Conclusion
We have proposed an inter-ENB RRM scheme that relies on multicast of Cell Congestion Status information, rather than introduction of new external RRM Server.

We would like this proposal to be included in appropriate RAN3 documentation by rapporteur.
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