
3GPP TSG-RAN3#51bis
R3-060415
3 -5 April 2006
Sophia Antipolis, France
Source:                    
NTT DoCoMo
Title:  
Flow control on S1 interface
Document for:        
Discussion and approval
Agenda Item:         
7.4
1. Introduction

Flow control function was remained FFS in section 7.4 “functional split” in TR23.882. In the current situation, the U-plane architecture assumption is agreed and it is good time again to discuss the flow control related function.
In this document, DoCoMo points out some concerns on S1 U-plane interface and proposes some solution options related to flow control for LTE+SAE architecture.
2. Discussion
2.1 U-plane architecture of SAE+LTE and UMTS
The agreement about U-plane architecture of SAE+LTE is summarized as following.

- Header compression and ciphering in aGW

- Outer ARQ in eNodeB

In this architecture, we can suppose U-plane packet buffering is done only in eNodeB. This is a reasonable assumption since outer ARQ limits the actual transmission speed with working closely with HARQ.
Comparing between U-plane architecture of UMTS (HSDPA) and LTE/SAE, the main buffering point and the packet state are different. In UMTS architecture, original IP packets are buffered in RNC. On the other hand in LTE+SAE architecture, header compressed and ciphered packets are buffered in eNodeB. These differences are depicted in fig.1.
 In UMTS, the packets processed by header compression and ciphering are also buffered in NodeB, the same occurs in eNodeB. However, in UMTS the amount of buffered data is expected to be minimized by Iub flow control and it can be said the main buffering point is RNC. The reason why Iub flow control is absolutely needed in UMTS is to prevent a performance degradation of outer ARQ (RLC) caused by the buffering delay and discard in NodeB. 
In this outer ARQ performance point, LTE+SAE don’t have any problem since outer ARQ is moved to eNodeB and eliminating this flow control is also one of motivations to choose this architecture. 
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2.2 Concern in LTE+SAE U-plane architecture
If there is no buffer in aGW and no flow control between aGW and eNodeB, aGW is just supposed to relay packets at the same speed as aGW receives from upper nodes. This simply means aGW doesn’t control the transmission rate to eNodeB side. Note that traffic shaper function on IP routing level can be used in parallel but it is static and it is  not a substitution for flow control. However radio throughput is very dynamic and a temporary bottleneck might happen even in wired network.  This situation raises the following concerns. 

a) Additional delay and discard in eNodeB
eNodeB has to buffer a lot of extra packets since the transmission rate from aGW is not adjusted to actual radio transmission rate and this will cause additional delay. Buffer overflow as the next result of large amount of packet buffering will cause discard of packets. 
Excluding a buffer overflow case, eNodeB also needs to have discard function as normal operation.

- Discard by Timer based

- Discard by Lower layer Reset

- Discard by AQM like function (discussed below)

In the case where no flow control is applied, the amount of discard of HCed and ciphered packets will be increased.
b) Additional delay and loss on the interface between aGW and eNodeB
In LTE, the radio peak throughput is improved dramatically. This means the probability of packet loss in backhaul network becomes higher. Ideally, a backhaul capacity should be provisioned with a balance to radio throughput. However the radio peak throughput is catching up to wired network capacity and it seems difficult to assume that there is enough capacity to all possible backhaul networks in point of cost.
In UMTS, Iub flow control can be used to minimize the loss on interface

In the case where no flow control is applied, the amount of loss of HCed and ciphered packets will be increased.
In terms of AQM (Active Queue Management) like function, we think this is also important function as a part of IP network. AQM is widely used in IP router. Simply speaking, this function consists of counting volume of buffered packet and discarding packets with predefined policy to each IP flow. The main purposes of AQM are the following.

-Adjust TCP congestion window to actual transmission speed

-Avoid too much exclusive buffering to one user whose transmission speed is low
This AQM like function in UMTS and LTE+SAE is an implementation matter but is strongly needed when an operator has to accommodate a lot of users and traffic in limited radio resource. In UMTS case, AQM like function can be implemented above PDCP function in RNC. However in LTE+SAE case, only eNodeB can measure a volume of buffered packets and discards HCed and Ciphered packets.
Discarding original IP packet is not bad and is rather necessary from AQM theory. The problem is HCed and ciphered packet is discarded.

2.3 Impact of additional delay and discard
2.3.1 Header compression

The ROHC that is expected as a header compression function needs to have status synchronization between sender and receiver side to ensure compress and decompress process. As a basic principle, it can be said that additional delay and packets discard make ROHC performance less effective.
However as the name tells us, ROHC is robust to packet error and we can suppose that additional delay and packets discard itself don’t raise crucial issues. Before then, we think ROHC is only applied to short and real time traffic like VoIP that is supposed to send with high priority. So additional delay and discarding is small in a normal operation and the impact to ROHC performance is expected to be negligible.  
Conclusion
The impact of additional delay and discard to header compression is permissible. However it is also recommended to have countermeasure to avoid additional delay and discard as much as possible.
2.3.2 Ciphering

The current ciphering scheme includes sequence number and implicit HFN counted both by UE and NW as input to ciphering function. The following study is based on assumption that HFN concept is also reused in LTE+SAE security.

If long delay occurs in eNodeB buffer or on interface between aGW and eNodeB, SN might be circulated on the way to UE. Unless bulk discarding or packet loss happen in that situation, it doesn’t become a serious problem. However the risk of HFN mismatch is higher once discarding or loss occurs. The HFN mismatch seems to be a crucial issue because packets after deciphering are all meaningless and an operator cannot know the mismatch status by warning of abnormal process but by costumer’s claim. Even if the possibility of HFN skip is low, this situation absolutely has to be avoided.
In RLC AM operation in UMTS, this mismatch never occurs since SN is common for both Outer ARQ and ciphering. And the amount of sending data is controlled by ARQ sliding window. On the other hand in current LTE+SAE case, nobody seems to care about ciphering SN circulation on the way to UE and there is the risk of HFN skip when balk discarding and packet loss happens. 
Conclusion
The impact of additional delay itself is permissible but the impact of bulk discarding and packet loss might cause the HFN skip problem. The HFN skip is a crucial failure to be absolutely avoided and we need to have a counter solution. 

2.4 Proposal of solution
We think there are two approaches to minimize the impact as mentioned and improve performance. The major difference is whether aGW has the buffer and the control of transmission rate to each flow, or not. In this section, we explain each solution and summarize the pros and cons.

[Alt.1] No buffering in aGW (+ feedback information from eNodeB)
No Buffering in aGW is one of the big advantages on the agreed architecture. No buffering also means aGW just relay HCed and ciphered packets at the same speed as aGW receives from upper nodes and aGW cannot control transmission rate.  As mentioned, the crucial problem in this architecture is the HFN skip problem. 
On the assumption of no buffering in aGW, there are some solutions to avoid or minimize this problem.
Alt. 1-1 HFN is excluded from security parameters
Actually, this seems an extreme proposal. It is clear that the implicit HFN concept improves security level. If there is a good solution to eliminate HFN with keeping current security level, this is ideal solution for this crucial problem.
Alt. 1-2 Long SN length for ciphering
This is also simple solution due to be more robust against bulk discarding and loss. However it is not easy to decide appropriate SN length since long SN means increasing overhead. And it is also difficult to estimate a bulk packet loss probability because this packet loss caused by temporary heavy congestion on IP network is not necessarily abnormal case in IP network.
Alt. 1-3 Prohibit bulk discarding over SN cycle
It is possible for eNodeB to prohibit bulk discard over SN cycle. When eNodeB do bulk discarding by timer base or AQM base, eNodeB still remains the same SN packet as the last send PDU at least to avoid the HFN skip. But this is adoptable only for eNodeB discarding and useless for bulk packet loss on interface 

Alt.1-2 and 1-3 is very simple solution and can be considered in parallel. However to complete the countermeasure for the HFN skip problem, Alt.1-4 might be added.
Alt. 1-4 Feedback information from eNodeB
When eNodeB does bulk discarding or finds bulk packet loss on interface over SN cycle, eNodeB sends feedback information so that aGW can resynchronize ciphering status. And this kind of signaling can be also used for AQM to discard original IP packet in aGW instead of discarding HCed and ciphered packets. Even in this case, aGW has no buffer and just discard the packets.
Finally, if alt.1 is chosen at least with alt.1-4, the pros and cons are summarized as following

Pros

- aGW buffering is not necessary

- Flow control like Iub-FP is not necessary
Cons

- eNodeB and aGW interaction is needed (Alt1-4)

- Discarding and loss of HCed and ciphered packet cannot be avoided

- AQM might be less effective than alt.2 if eNodeB trigger to aGW to discard.  
[Alt.2] Buffering in aGW + flow control like Iub-FP

This approach can minimize all concerns because aGW can control transmission rate to minimize eNodeB buffering. Basically, this alternative will be very similar to the flow control between aGW and eNodeB.

Pros 

-aGW can control transmission rate according to eNodeB buffer status and loss status on interface


- Minimum delay and discard in eNodeB


- Minimum delay and discard on interface

-AQM function is realized only in aGW buffer
Cons

-aGW buffering is necessary 

-Flow control like HSDSCH-FP is necessary.
3. Conclusion
In this document, DoCoMo clarified the concern of LTE+SAE architecture and impact to HC and ciphering. We also proposed two major approaches for minimizing the impact of the HFN skip problem and others.

Actually, it is very difficult to decide which is better in total. If there is no serious problem in alt.1 in other aspects, DoCoMo thinks alt.1 is an appropriate solution for the current LTE+SAE architecture assumption. 

DoCoMo also proposes to include this study result in an appropriate section in RAN3 TR.R3.018.





































































eNodeB





LTE+SAE





aGW





HCed and ciphered�IP packets








Outer ARQ



































Ciphering





























Fig.1 The difference of U-plane architecture between UMTS and LTE+SAE
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