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1 Introduction

According to Release 6, when the SRNC detects, at the frame protocol (FP) level, congestion over one of the Iub or Iur branches, the SRNC has the choice between two options:
Option 1: 

The SRNC may just ignore the congestion over the congested branch and, accordingly, it may not send any transport network layer (TNL) congestion indication to the concerned Node B.

Unfortunately, if the SRNC pursues such an option, the congested E-DCH branch may experience higher TNL delay and/or frame loss and this may result in a branch cut in the MDC module with a corresponding loss in the macro diversity gain for the SRNC. The macro diversity gain is a gain experienced by the SRNC that may be used to improve the quality of the connection with the user equipment, due to the redundant information of macro diversity.
Moreover, if the SRNC pursues the first option and does not decongest the congested MAC-d flow, the congested MAC-d flow may also reduce the stability of the TNL system, causing instability and quality of service degradation also for the other user equipments which are using the same transport resources. In fact, in third generation systems, transport resources are shared among different users and the branches connecting Nodes B and SRNCs may carry uplink transport bearers which are associated to more than one user equipments.

Option 2: 
The SRNC may send a TNL Congestion Indication only to the congested Node B. Upon reception of such congestion indication, the scheduler of the Node B applies a congestion resolution algorithm for decongesting the congested branch by reducing the uplink E-DCH rate. 

The SRNC is sending the TNL Congestion Indication message to the concerned Node B irrespectively of the fact that the congested Node B and radio links are serving or non-serving.

In case the concerned Node B is a serving node, in order to reduce the uplink E-DCH rate for the congested MAC-d flow, without having buffer overflow in the congested Node B, the Node B should reduce the scheduling grants to the user equipment, given the close interaction between the TNL and the E-DCH scheduler of the Node B. 

In case the concerned Node B is a non-serving node, the non-serving Node B should reduce the uplink E-DCH rate for the congested MAC-d flow through Iub/Iur interface without sending the reducing relative grants to the user equipment, as can be seen from [1], section 9.1: The non-serving Node-B is allowed to send a “DOWN” command only for RoT reasons ( see conditions for sending “DOWN” command in subclause 14.1) and not because of lack of internal processing resources. According to that section of the standard the non serving Node B is not allowed to reduce RG in case of congestion over Iub. About the reduction of Iub rate is stated in [2], section 5.14: “At the reception of the TNL CONGESTION INDICATION control frame, the Node B should reduce the bit rate on the Iub interface.” This leads to the necessity for the non serving Node B to reduce the bit rate on the Iub by discarding of some packets or in case of internal buffer, decreasing the data rate by delaying the packets.

This second option has the advantage, over the first option, that the macro diversity gain in the MDC module is protected and that the stability of the system is preserved.
However a drawback of this second option is that the concerned Node B decides autonomously the amount of reduction to be performed on the congested branch. Such decision taken by Node B is based only on the specific information present locally within the Node B.

The above explained two options are currently used in methods that comply with up to release 6 of 3GPP standards.

When the SRNC detects no congestion over the previously congested branch, it sends a message to the Node B which indicates that there is no congestion anymore.  The message about no congestion is sent in the TNL Congestion Indication message with the Congestion Status field equals to zero which means "not congested".

After being notified by the SRNC that the congestion is over, the Node B typically starts a procedure of recovery by gradually going back to normal operation.  A previously congested Node B recovers from congestion by increasing the transmission rate in a gradual and in an autonomous way. Similarly to the congestion case, also in the decongestion case, the decision of the speed to be used to return to normal operation is taken by the Node B independently, based only on the specific information present locally within the concerned Node B.
Thus, as above explained, TNL congestion control for E-DCH is not dealt optimally in case of macro diversity. In fact the Node B autonomously decides, during congestion control, the mode to be used to reduce the transmission rate and the amounts of transmission rate variations, in both case of decrease and increase. 

Unfortunately, the Node B lacks the information about the status of the overall resources for optimally and flexibly taking the above decisions. 
It is therefore the aim of the present discussion to overcome the above mentioned drawbacks, in particular by providing a method that optimizes TNL congestion control in a macro diversity state.

2 Discussion 

2.1 Modes of Operation
In general, for one serving branch in case of macro diversity up to 3 non-serving branches could be used. A serving branch is an Iub/Iur link that connects the E-DCH Serving Radio Link Set (i.e. the E-DCH radio links of the Node B with the Serving E-DCH cell) with the SRNC. A non-Serving branch is an Iub/Iur link that connects the Radio Link Set of a Node B that does not contain the serving cell. When congestion occurs on a specific Iub/Iur branch, SRNC sends Congestion Indication message (CIM) in DL.

We could distinguish two types of Node B, Node B with internal buffer and Node B without internal buffer. 
If congested base station with a buffer is a serving Node B, in case of receiving CIM, reducing the transmission rate on congested branch could be done without reducing the transmission rate on associated radio link. If the filling level of internal buffer exceeds predefined threshold by receiving CIM, the transmission rate on associated radio link should be reduced.
By transport bearer congestion of non-serving Node B without internal buffer, reducing the transmission rate is prepared by dropping internal frame protocol PDUs. By non-serving Node B with internal buffer, reducing the transmission rate on congested branch is possible within predefined threshold of filling level of the buffer. If filling level exceeds predefined threshold, dropping of some frame protocol PDUs is needed. 
Considering above facts we can distinguish four mode of operation:
1. Serving BS decreases the uplink transmission rate on radio link Uu by reducing the absolute grant (AG) for the concerned mobile station UE.

2. Serving Node with enough buffer capacity configured for the specified E-DCH MAC-d flow and in case it has received specific permission from the SRNC, then the Node B may first try to decrease the rate over Iub interface without reducing the Uu rate of the radio link . The serving bearer data rate may be reduced without reducing the bit rate on the radio link Uu, by accepting some predefined delays and by having an internal buffer of a certain size in Node B. Only in case the packet delays in Node B are greater than a predefined threshold, then the decreasing of the UE data rate is obtained by setting scheduling grants to produce grant reduction over the Uu interface of radio link Uu.
3. Non-serving BS upon receiving the CIM, the congested non-serving Node B may perform an internal frame protocol PDU drop for the non-serving transport bearers. Thus in order to decongest the congested E-DCH MAC-es flow, the concerned non-serving Node B may discard a percentage of the reassembled E-DCH frame protocol packets, an integer number of the E-DCH frame protocol PDUs. By dropping a percentage x% of packets in Node B, the remaining percentage (100-x)% of packets may advantageously be used for macro diversity selection in the SRNC in order to keep the macro diversity gain as high as possible. In this case it is also important that the Node B does not increase the Frame Sequence Number for discarded FP PDU’s otherwise the SRNC will continue to detect congestion (due to gaps in the FSN sequence) even though the Iub rate has been reduced. In other words the FSN shall not consider discarded PDU’s but should be incremented considering only the FP PDU’s that are effectively sent over Iub. (What is discarded is just the content of the FP PDU i.e. the MAC-es and the associated IE’s like DDI, N etc).
4. Non-serving BS with internal buffer, upon receiving CIM, decreases the data rate of non-serving E-DCH transport bearers over Iub/Iur interface and at the same time, supervises the filling level of the internal buffer, or equivalently, supervises the introduced estimated additional delay, thus ensuring that the transport bearer rate is decreasing with some tolerable pre-defined delay. If the filling level of the internal buffer or the introduced estimated delay exceeds predefined thresholds, then a certain amount of E-DCH FP PDUs is discarded by the congested non-serving Node B.
We propose to include a mode field MF  within the TNL Congestion Indication control frame  which  indicates to the concerned serving or non serving Node B which TNL congestion criteria are to be adopted.
This mode factor (MF) may be, for example, defined as the first two bits of the Spare Extension of the TNL Congestion Indication control frame , following the two bits of Congestion Status (CS). The remaining bits within the same first byte Octet  1 may be left for further use. 
2.2 Iub/Iur Data Rate Decrease/Increase
A new parameter may be introduced in the TNL Congestion Indication control frame, the TNL Congestion Indication message (CIM) sent to the concerned Node B, to define the rate regulating parameter (RF), rate decrease/rate increase, of the uplink E-DCH FP rate over the congested/decongested branch.
Such regulating factor RF may, for example, represent, in case of congestion, the percentage of E-DCH FP packets to be dropped for the third mode of the present solution or the percentage of the E-DCH Iub/Iur rate to be decreased. 
In case the regulating factor RF represents the percentage of packets to be dropped in a non serving base station, it may be expressed as a percentage x% of total packets of an integer number of frame protocol PDUs.

In case of no congestion, when the congestion status field (CS) in the TNL Congestion Indication control frame  is indicating no congestion, the regulating factor may represent the rate increase to be performed during the recovery phase. Rate increase is meant additive increase of bit rate.
In case such information on the rate regulation parameter RF is not available, the congested Node B may autonomously define the reducing/increasing rate speed to be adopted. 

The regulating parameter field RF may be constituted by some unused bits of the Spare Extension SE of the TNL Congestion Indication control frame .  

Value range of the regulating field RF may be between zero and one hundred percent with defined granularity. 

Proposed solution introduces possibility for the SRNC to define the amount of rate reduction/increase that Node B should apply in case of congestion/decongestion.
2.3 E-DCH TNL congestion and Macro Diversity Combining

SRNC may prepare optimized parameters on mode and/or on the regulating speed variation to be used in case of congestion/decongestion, given the fact that the SRNC, differently than the Node B, has the availability of information regarding the status of the other Nodes B of the macro diversity system. 
In the case of macro diversity, more than one branch may be congested and the SRNC may send congestion status parameter first to the branch which is more congested according to the congestion status level.
Congestion status level is out of scope of standardization but could be performed via algorithms based on the criteria selected from the group consisting of:
· Signal-to-interference ratio;

· Relative packet delay;

· A combination of signal-to-interference ratio and relative packet delay;

· Percentage of dropped packets.
In case more than one branch is congested, the SRNC may send the CIM first to the branches with minimum SIR and/or with the greater packet delay. In case congestion persists, the SRNC may send the CIM for the congested branch with next minimum SIR and/or with the next higher packet delay. In this way, the macro diversity gain is advantageously maximized.

SRNC may have information about the severity of TNL congestion of bearers belonging to the certain Node B. In case of macro diversity, SRNC has means to regulate the data rate or dropping amount of packets by regulating factor RF with the aim of avoiding minimizing macro diversity gain.
Advantageously, since SRNC is also the network entity that detects branch congestion/decongestion, the possibility for the SRNC also control Iub rate reduction/increase in case of E-DCH congestion/decongestion provides more flexibility for the whole system and a better TNL resource utilization as the SRNC is the concentrating point to which the UL data traffic of a number of Nodes B is sent. 
3 Proposal
We propose RAN3 to discuss and agree that Mode Factor and Regulating Factor described below will be included in 25.427
3.1 Mode Factor

Description: The Mode Factor of Congestion Indication control frame indicates what kind of operation mode in case of congestion is used. Operation mode depends on availability of Node B internal buffer and on the fact that Node B is serving or non serving one.
Value range: 

0 
Serving Node B, Uu rate increase/decrease. Also Release 6 handling.
1 
Serving Node B, Iub/Iur bit rate increase/decrease.
2
Non serving Node B, Iub/Iur number of packet increase/dropping.
3
Non serving Node B, Iub/Iur bit rate increase/decrease.
Field length: 2 bits.
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Figure 1: Structure of the CONGESTION INDICATION control frame with MODE FACTOR
3.2 Regulating Factor

Description: The Regulating Factor of Congestion Indication control frame indicates percentage of rate decrease/increase or percentage of total packets of an integer number of frame protocol PDUs to be dropped/increased. By Congestion Status CS=0 the meaning of Regulating Factor is “additive increase of x percentage of the nominal rate” or “additive increase of x percentage of nominal packet size.” By Congestion Status CS>0 the meaning of Regulating Factor is “decrease of x percentage of rate” or “dropping of x percentage of total packets of an integer number of frame protocol PDUs”. 
Bit rate or packet manipulation depends on the Mode Factor.
Value range:  
0 – 100 %
Granularity:
0.4 %

Field length:
8 bits
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Figure 2: Structure of the CONGESTION INDICATION control frame with REGULATING FACTOR
References
[1]
TR 25.309 “Technical Specification Group Radio Access Network; FDD Enhanced Uplink”
[2]
TR 25.427 “Technical Specification Group Radio Access Network; UTRAN Iub/Iur interface user plane protocol for DCH data streams”

























































































































































































































_1200810963.doc


Number of Octets







1































Spare











Spare Extension 



























Mode



Factor











Congestion Status











Payload







0 - 32







7                                                                                    0












_1200836715.doc


Number of Octets







1







1



























Spare











Regulating Factor 



























Mode



Factor











Congestion Status







Spare Extension 







Payload







0 - 32







7                                                                                    0












