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1 Introduction

In release 6 of UMTS, the basic relocation is lossy. However, the standard includes an option to enable lossless relocation for non real time flows.

This paper discusses the mechanisms for non real time flows in LTE, whether it is needed or not to have a lossless mechanism defined in the standard, whether it should be optional or not, and which mechanism it should be.

2 Description of the solutions
Four solutions can be envisaged for NRT flows: no lossless option at all in standard, simple buffering at target eNodeB, bi-casting from the ASGW, data forwarding from eNodeB. They are described hereafter:

No lossless mechanism for NRT flows in the standard
It possible to not introduce any lossless mechanism in the standard. In that case the handover will be lossy.
The amount of data lost will depend on the point in time when the path is switched. See the figure below typically at point 1 or point 2.
In any case, in this scenario, TCP will retransmit. Assuming the interruption time is lower than the RTO timer of TCP, the slow-start mechanism will not be triggered and therefore the TCP fast retransmit will recover the lost data.

However, this solution has two drawbacks:

· impact on the TCP bit rate if the interruption is not minimized,

· charging issue the data retransmitted by TCP will be counted twice by ASGW charging entity.

Whereas the second issue can be solve by signalling from eNodeB to ASGW, it is believed that the first one deserve to allow some improvement.


[image: image1]
NOTE: this call flow has been made considering option C2 under study as an example but is also applicable to option C1. 
Path switch + Buffering mechanisms
A first improvement can consist of buffering the data in the target eNodeB.
In that case one can assume that the optimum point of path switch is at point 1. 
Thus it can be assumed that all data sent between point 1 and point 2 has been received at target eNodeB, is buffered and will be delivered to the UE when it arrives at step 2.
However, the drawback of this method is the return to old channel. In that case, due to the path witch at point 1, all data sent during the UE leaving and returning to source cell is lost, which could lead to TCP slow-start. 
Buffering + Bi-casting solution:
The solution to the issue reported above is to complement it with a bi-cast from the ASGW.
In that case, one can be sure that in case of return to old channel, the source eNode has all the data missed by the UE during the move back and forth.
One "drawback" of this solution is that it can conversely generate duplication of data at the target eNodeB. But this can be solved by sequence numbering (GTP, PDCP) set be the ASGW.

An example of the structure of the frame sent by the ASGW is presented here-below:


[image: image2]
The bi-casting from the ASGW solution is shown below:
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Data forwarding from eNodeB mechanism
This solution is figured out below:

[image: image4.wmf] 

Source  

 

eNodeB

 

ASGW

 

Target

 

 eNodeB

 

UE

 

GTP

-

PDUs

 

Last Mile

 

GTP

-

PDUs

 

Last  Mile

 

GTP tunnel

 

Bi casting

 

User Traffic

 

Downlink Traffic

 

MAC

 

Transport

 

Edge router

 

 Edge router

 

GTP

 

GTP

 


In that case, the source eNodeB duplicates and starts forwarding to target eNodeB at reception of the HANDOVER COMMAND message.
In this solution, the path needs to be switched at point 2 to take into account the possible return to old channel since there is no bi-casting. If the user path were switched earlier (at point 1), these data would be lost in case of return to old channel since there is no forwarding tunnel in the reverse direction.
3 Comparison of the Solutions

Bi-casting from ASGW and data forwarding from the source eNodeB can be compared from three points of view.
Bandwidth Efficiency
In terms of efficiency, the bi-cast is started at point 1 and stopped at point 2 when the ASGW is sure the UE has succeeded at target side.
The extra bandwidth consumption can thus be estimated to be: B*dt1
Where B is the bit rate e.g. 1 Mbs at cell edge
Dt1 is the interruption time between point 1 and point 2, currently unknown (waiting for RAN2 estimate). We will take a time between 20 and 60ms to allow comparison of figures.
With data forwarding, since the path switch is done at point 2. 
Assuming the point 1 and point 1'(reception of HO Command message) can be neglected, data will be forwarded during dt1.
However this data will cross three times the last mile, therefore the extra bandwidth over Iub+ is 3*B*dt1.

If we compare the transport load on the downlink only, then the bandwidth consumption is 2*B*dt1.
The extra bandwidth consumed for data forwarding from eNodeB compared to bi-casting from the ASGW on the downlink is then approximately computed by the formula:
2*B*dt1 – B*dt1= B*dt1
The following table is drawn to compare the bandwidth consumption of data over the last mile for each of the two mechanisms assuming a bit rate of 1 Mbs at cell edge, for two different values of the interruption time dt1 (20ms, and 60 ms).
	
	Delta between Bi-casting from ASGW and data forwarding from eNodeB

	Dt1=20 ms
	2.5 kbytes

	Dt1=60 ms
	7.5 kbytes


Even if these are approximations, one can see that data forwarding from the source eNodeB is less bandwidth efficient than bi-casting from the ASGW but the difference should not be important.
Lossless
In the bi-casting solution, all the data over the Iub+ at the source side at point time 1 is not yet received and acknowledged by the UE when the HO COMAND is sent. Therefore, race conditions occur at source side between the HO COMAND control plane message sent over the radio, and the user pane data to be delivered. It is not certain that all data will be acknowledged when the UE moves. Thus the bi-casting cannot be guaranteed fully lossless 
Complexity
Since the ciphering and compression is done in the ASGW (see RAN3#50), the data forwarding from eNodeB suffers from the complexity described in tdoc R3-060187 due to inter-RAT handovers. It is hereafter recalled:
Data forwarding during HO SAE ( /3G

· Data are already ciphered when arriving in source eNodeB and should not be ciphered a second time. As a consequence, it should be de-ciphered. As the target RNC does not know the ciphering used in SAE, the de-ciphering could take place in the SAE entity which ciphers data. Data forwarding should be “tromboned” back to the entity above eNodeB which performed SAE ciphering before being sent down to the target 3G RNC.

This will create the following complexity during inter-system handovers:
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Data forwarding during HO 3G ( SAE

· A source 3G RNC does not cipher data when forwarding them to a target RNC in case of 3G SRNS relocation, so that the 3G RNC will not cipher data when forwarding data to target eNodeB.

· As ciphering is not done in eNodeB in SAE, data will not be ciphered. In order to solve this problem, the source 3G RNC needs to forward data to the entity above eNodeB to allow it to cipher before sending data to target eNodeB.

· This could be done by target MME providing the IP address of the entity above eNodeB to the source RNC instead of providing IP address of the target eNodeB, this would have no impact on legacy source RNC/SGSN but is a special handling of HO compared to intra-SAE HO

4 Conclusion

This paper has compared the two mechanisms "bi-casting from ASGW" or "data forwarding from S-eNodeB" for the NRT flows to be included as an option in the standard.
It has been shown that whereas the bandwidth consumption difference is not important, only the forwarding from source eNodeB is lossless. 
However, if inter-access lossless is required, there is an extra complexity for the data forwarding from source eNodeB.

It is therefore proposed to wait for the requirements from SA1 on the lossless requirements:
· if lossless is only required for intra-access, the data forwarding from source eNodeB should be selected for NRT flows,

· if lossless is also required for inter-access, then the situation could be re-assessed. 
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