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1. Introduction

Network sharing enables several core network operators to share common E-UTRAN resources. Typically those “E-UTRAN resources” are controlled by one operator that makes the resources available to other operators. As the Gateway Core Network (GWCN) scenario can be regarded as a special case of normal UE roaming only the Multi Operator Core Network (MOCN) scenario is considered. 

Furthermore the document analyzes how certain functions related to network sharing/redundancy concepts may have an impact on different LTE architectures, which are summarized in the following list:
Connection Mobility Control (CMC)
Measurements configuration
Measurement reporting
HO decision, HO execution

Inter-cell RRM (IC-RRM)
Interference management

   
Cell load management

The definition of Connection Mobility Control and Inter-cell RRM was agreed in document [1]. 

In the network sharing scenario in figure 1 three network operators are sharing common E-UTRAN resources. 

The following architecture options are considered (based on the location of CMC, IC-RRM as defined in R2-052931):
· CMC and IC-RRM is located @ E-UTRAN in a centralized node called RRM server or
· CMC is located @ evolved packet core as shown in figure 1 either at one aGW (centralized) or distributed in all aGWs in the shared network (decentralized), where as IC-RRM is located @ E-UTRAN.
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Figure 1: Network Sharing Principles

2. Architectures

2.1 RRM function: CMC @ aGW (centralised)
The RRM function: CMC is located centralized at an aGW in one network operator’s evolved packet core and the inter cell RRM function is located in E-UTRAN as shown in figure 2. The termination point for the RRC “Upper Part” is located at each aGW.
This means that the CMC entity associated to one network operator has interfaces to all aGWs, which are sharing common E-UTRAN resources, because only this CMC functions has the knowledge about the measurement reports.  Whereas the Inter cell RRM function is located in E-UTRAN, which comprises the cell load management and interference management. 
Due to the dependency between the actual load situation and the interference management with the CMC function another external interface is required. Since the location of the load management and the interference management is in the eNode B, an external signaling interface between the eNodeBs and the aGWs in the shared network needs to be defined. Furthermore the signaling messages and functions to co-ordinate the IC-RRM and CMC functions needs to be defined. The functions are required in order to define whether the signaling messages and or the content of the signaling messages needs to be transmitted ciphered or enciphered. 
Another point is that only one aGW is the shared network is responsible for measurement control and measurement report. This required the exchange of the signaling messages between the RRM function @ the centralized aGW to all other aGWs, too. Therefore a signaling interface between all aGWs is required too. The signaling messages are necessary for the measurement reports and to provide allowed tracking areas of the UEs in the shared network. . 
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Figure 2: Network Sharing RRM function: CMC @ aGW (centralised)

2.2 RRM function: CMC @ aGW (de-centralised)
The RRM function: CMC and the inter cell RRM is located in each aGWs, which are sharing common E-UTRAN resources as shown in figure 3. The termination point for the RRC “Upper Part” is located at each aGW. Due to the relation between RRC and RRM entity and the fact that the RRM entity is distributed in more than one node internal interfaces as well as external interfaces are required. The internal interfaces are required between the RRM entity and the RRC “Upper Part”. Which messages and functions is ffs.
There are several reasons which justify the need of external interfaces between the CMC entities. One reason is related to the cell load management; in case E-UTRAN resources were allocated, the load management needs to be updated to reflect the actual load situation in all RRM entities. 
A further point is that the distributed RRM entities in several aGWs of different network operators are acting competitive with regards to the allocation of common E-UTRAN resources, i.e. several RRM entities are allocating possibly the same E-UTRAN resources because the allocation is performed by each RRM entities independently. In order to avoid such a behavior a co-ordination between the RRM entities external interfaces is required. 

Another reason is that the interference caused by neighboring cells needs to signaled between the RRM entities in order to determine the transmitted power. 
The control and evaluation of the measurement reports needs to be done in a coordinated way between the RRM entities.  Since the HO decision is performed in the RRM entity therefore all RRM entities need therefore the measurement reports as input.  
The external interface between the RRM entities distributed in several aGWs needs to be defined. The signaling messages, which are necessary and the functions which are needed are ffs. The functions are required in order to define whether the signaling messages and or the content of the signaling messages needs to be transmitted ciphered or enciphered.
A signaling interface between the eNodeBs to several aGWs in the shared network is needed as well.
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Figure 3: Network Sharing RRM function: CMC & Inter Cell RRM @ aGW (de-centralised)

2.3 RRM function: CMC, IRRM @ RRM server
In this scenario the RRM functions CMC and IRRM are located centralized in E-UTRAN. As shown in the figure below a signaling connection is required to each of the aGWs in the shared network. 
Internal interfaces are required to enable co-ordination and interworking between the different functional blocks: RRC, Inter Cell RRM and Connection Mobility Control. The measurement configuration and reports are handled, the HO control and HO decision is performed taking into account the allowed tracking areas (measurement reports) and the load information of all eNodeBs which is known in the RRM server. The radio resource allocation of common resources for different UEs associated to different CN operators is carried out without competition, because all needed functions are located centralized, which makes the co-ordination easier. 
After the resource allocation is changed at the eNode Bs, the actual status of load will be updated. 

External interfaces are required from the RRM server to the eNodeBs in the shared network. 
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Figure 4: Network Sharing RRM entity @ E-UTRAN (centralised)

3. Conclusion
The following table summarizes the facts, which were explained in this document again:
	
	aGW (central)

(2.1)
	aGW

(decentr) (2.2)
	RRM

Server (2.3)

	Protocol aspects
	
	
	

	RRC ”Upper part” termination
	@ all aGWs in the shared network
	@ all aGWs in the shared network
	@ RRM server 

	Internal interface: 
	
	
	

	RRM entity - RRC ”Upper part”
	is required
	is required
	is required

	External interfaces:
	
	
	

	RRM entity- RRC ”Upper part”
	Required, from the centralized CMC entity to all aGWs an external interface between different network operators
purpose: signaling messages

security concept needs to be considered for the signaling and content 
	Required, Between all  RRM entities (to all aGWs), external interface between different network operators, purpose: signaling messages 

security concept needs to be considered for the signaling and content
	not required

Co-located @ RRM server 

	eNodeB - aGWs
	Required for signaling


	Required for signaling 


	Not required

	eNodeB- RRM server
	Not required
	Not required
	Required for signaling

	RRM - aGWs
	Not required
	Not required
	Required for signaling

	
	
	
	

	Functions
	
	
	

	Measurement Configuration 
	Coordination are required between these two functional blocks


	Coordination, interworking and updates are required between even separate functions

	All these functions are located at the centralized RRM server, therefore coordination , updates are performed node internally

	Measurement Reporting 
	
	
	

	HO Decision
	
	
	

	Load Management
	
	
	

	Interference
 management
	
	
	


The location of some RRM functions e.g. Connection Mobility Control and Inter cell RRM are quite important in case of network sharing and redundancy concepts applies. As shown in this paper to distribute e.g. inter cell RRM and or Connection Mobility Control at the aGW in shared networks has a significant impact because external interfaces are needed. The content and how the related signaling needs to be transmitted, whether a security handling is needed, needs to be defined as well. 

It is proposed to take these considerations into account for designing the LTE architecture.
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