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1
Introduction

This contribution aims at explicating inter-cell RRM topics in more details. 

2
Discussion

2.1 General

Inter-cell RRM deals with managing radio resources at the border of cells, i.e. co-ordination of radio resource utilisation at cell-edge.

To which degree inter-cell RRM needs to be custom-tailored for LTE depends firstly on results of investigations which need to be performed by RAN1 (see proposed LS in [1]) in order to check the fulfilment of performance requirement, and on the comparison of different RRM strategies and other considerations.

It is expected that  inter-cell RRM for LTE is highly dependent on the properties of the radio resources that need to be co-ordinated/managed. LTE access is dealing with orthogonal “tones” or – more generally – with spectrum fractions of the carrier resource. At least, it is expected that the physical effects of orthogonal radio resources imposes different – and as we think: more stringent – requirements on inter-cell RRM than wide-band noise power does in WCDMA systems. But the principle is always the same: the usage of radio resources need to be co-ordinated at cell-edge in order to avoid performance loss or even degradation of service.

2.2
Classes of RRM strategies

Following “classes” of RRM strategies are conceivable to control cell-edge resources:

Averaging / Stochastic inter-cell RRM processing

-
There is no kind of dynamic/semi-static allocation of cell-border resources, these are allocated in a fixed way

-
no interactions between inter-cell RRM entities are necessary (in fact there are no inter-cell RRM entities necessary for that strategy).

-
This approach requires (network wide) cell-edge resource-planning.

A-posteriori inter-cell RRM processing

-
the cell-border resources are owned by more than one inter-cell RRM entity. The respective architecture foresees autonomous peer-to-peer relations between inter-cell RRM entities.

-
pre-processing of cell measurements is necessary, i.e. “load” information needs to be exchanged in a general, normalised way (this is deemed to be less optimum than processing the measurements directly)

-
Exchange of Load information per (cell-edge) resource unit is necessary between the inter-cell RRM entities.

-
allocation of cell-edge resources is performed in a re-active way

-
it is expected that this kind of RRM processing requires frequent re-configurations due to competing RRM entities.

A-Priori inter-cell RRM processing

-
the a-priori knowledge is derived directly from (real-time) UE and cell measurements

-
those measurements are performed and processed in a multi-cell scope (the larger the scope the better)

-
allocation of cell-edge resources can be performed in a pro-active way

-
the cell-border resource is owned by one inter-cell RRM entity only which performs resource allocation in a clear client-server / master-slave

-
pre-processing of cell measurements necessary at multi-cell-scope border (possibly sub-optimum at the border of the area controlled by the inter-cell RRM entity)

2.3
Impact of RRM strategies on the E-UTRAN Architecture

In principle all RRM strategies can be implemented on all kind of E-UTRAN Architectures. The architectures will mainly differ in the necessary interface-functionalities as those architectures will differ in the distribution of necessary functional entities.

While the A-Posteriori strategy typically represents the peer-to-peer architecture type, where inter-cell RRM entities in “equal hierarchical positions” are spread over the cell-sites, the A-priori strategy is expected to perform more optimum if the inter-cell RRM entities control cell-edge resources in a central hierarchical position.

Frankly speaking, deciding the number of C-plane nodes right now would not solve any of the issues that are on the table for LTE – the necessary work that needs to be performed in the near future of the LTE study is more about the identification of necessary functions to ensure efficient usage of radio resources and performance figures – especially at cell-edge. Once the required functionality is identified to the required detail, the C-plane architecture will follow by itself.

Architecture for A-Posteriori inter-cell RRM strategy
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Figure 1. Architecture for A-Posteriori inter-cell RRM strategy

As already described, the A-posteriori strategy seems to bear the hope that efficient resource management is possible with inter-cell RRM entities located at every cell-site. This would enable a rather “flat” architecture. 

However, it is expected that this approach will bring about certain issues that need to be studied in more detail:

-
as no clear resource-ownership of cell-edge resources is given, efficient resource management demands quite well co-ordinated interaction between the nodes controlling that resources. In a hexagonal grid, every eNodeB needs to interact with – at least – 6 other eNodeBs. I.e. one single decision on the allocation of a cell-edge resource to an intra-cell resource-scheduler will have an impact a number of other resource decisions in the neighbour sites.

-
it is expected that RRM strategies implemented in eNodeBs need to be well-aligned (if not exactly the same) in order to guarantee fair distribution of resources and stable system operation.

-
the fact that RRM strategies, i.e. RRM algorithms have to be detailed and most likely standardised in order to ensure inter-vendor inter-operability seems to represent a new situation for the 3GPP community, as this has been always a vendor specific issue.

-
exchange of load-values between inter-cell RRM entities is solved for inter-system mobility between GERAN and UTRAN by attaching load information to the respective HO messages. However, it should be noted, that this scheme cannot cope with cell-load variations which are not correlated to mobility effects.

-
normalisation of “load” information representation. This topic wasn’t able to succeed in Release 5 (CRRM), and for the discussions on load-re-distribution for Iu-flex the same (standardisation-world inherent) phenomenon can be observed.

-
it is assumed that a totally autonomous peer-to-peer scheme will require some kind of centralised co-ordination as well.

Architecture for A-Priori inter-cell RRM strategy
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Figure 2. Architecture for A-Priori inter-cell RRM strategy.

-
A clear mast-slave relation is given between the intra-cell RRM entities and the inter-cell RRM entity that sets the boundaries within which the intra-cell RRM entities operate. This enables the deployment of highly sophisticated RRM algorithms – compared to the rather conservative operation in the a-posteriori architecture – with the option to evolve/adopt the RRM algorithms in the course of more and more experienced network-operation or according to local traffic patterns.

-
one important observation for that kind of architecture is the fact that the same RRM-strategy-interworking issue as for the a-posteriori approach appears at the border of the area that is controlled by one centralised RRM entity. However, this kind of issue is not new and can be compared to RRM-intworking at RNS border of the Release-6 reference architecture, where the Iur interface contains certain RRM specific functions for that reason. It is therefore expected that a kind of Iur interface is necessary for this architecture as well. 

-
However, the larger the controlling area of a centralised inter-cell RRM entity is chosen, the less RRM-interworking issues are expected for the whole network. We are speaking of hundreds of cells per centralised RRM entity (~500 up to ~ 2000). Within the controlling area inter-cell RRM is able to operate in a highly-efficient manner. The RRM-interworking issue appears in the a-posteriori architecture typically at the border of every eNodeB controlled area (3 sectors/cells).

-
It should be noted, that the allocation of dedicated resources (i.e. allocation to a single user) will be done in the resources scheduler in the eNodeB (“intra-cell RRM”). This scheduling can be done in a highly-efficient, “opportunistic” way – on TTI base.

-
The inter-cell RRM entity allocates cell-border resources according to eNodeB- and UE-measurements with an adaptation rate in the range of 1 second, which is mainly determined by the variation of user distribution (mobility) and cell-load.

-
It should be further noted, that it would be highly efficient, to place “higher” RRC functions, i.e. the termination of measurement and link-mobility control at the same place where inter-cell RRM entity is located. This would avoid a lot of signalling effort.

3
Proposal

It is proposed to incorporate the description of the various strategies and architectures in the RAN3 TR and to take the highlighted topics into consideration for further work on RRM and the E-UTRAN architecture.
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