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1. Introduction

During the RAN2-RAN3#49 meeting the control plane architecture shown in Figure 1 was agreed as working assumption. As shown in the figure the mapping of some of the functional entities to network nodes is still under discussion. In this contribution the three potential locations of the functional entity consisting of the RB-Control (RBC), Connection Mobility Control (CMC), and RRC “Upper Part” functions is discussed. These three functions carry out mobile terminal specific functions comparable to today’s SRNC control plane. Therefore, this set of functions is called “Mobile Control (MC)” functional entity in the remainder of the document. The mapping of this functional entity to different network nodes yields different network architectures, defined by the different kind of nodes and the different kinds of interfaces between them. One important aspect in the selection of a final architecture is the system complexity the different architectures imply. 
It will be shown that mapping of the MC to the eNodeB has the lowest complexity with respect to the number of different interfaces and the complexity of the individual interfaces. This results in a considerably lower effort for standardisation, implementation, integration and testing. This is in line with one of the major requirements [2] and leads to smaller CAPEX and faster time to market.
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Figure 1: Agreed C-Plane Architecture [RP-050820]

2. Discussion of Mobile Control Functions and Interfaces
In the agreed functional architecture depicted in Figure 1 besides the MC functional entity
 other functional entities exist which are mapped to the aGW and the eNodeB network nodes. In a network architecture interfaces between co-operating functional entities have to provided if these entities are employed in different network nodes. Also if in a network architecture the same kind of functional entity is deployed in multiple instances and these instances have to co-operate, then a external interface between these instances have to be provided in the network architecture.
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Figure 2 Interfaces of Mobile Control functional entity

The MC has interfaces to other functional entities located in both, the aGW and the eNodeB. Moreover, an interface to the MC of neighbouring nodes is required. Figure 2 depicts the three interfaces of the MC functional entity which might become external interfaces depending on the selected network architecture:
1. Interface between MC and eNodeB (x1, blue): Interface for radio link control and forwarding of RRC messages to the UE

2. Interface between MC and aGW control plane (x2, orange)

3. Interface between MCs deployed in neighboring nodes (x3, lilac)

The three MC functions (orange marked block in Figure 1) include two RRM functions (Radio Bearer Control / RBC and Connection Mobility Control / CMC) and the related RRC signaling. A definition of the two RRM functions can be found in [1] which was agreed to be included in the TR R3.018. From the definition of the two RRM functions the following interactions with the aGW and ENB can be identified:
· From the RBC definitions it can be concluded that the RBC has a strong relation to the RNL L1 and L2 protocol layers located in the eNodeB which means that it has an “NBAP” like interface to set-up, maintain, re-configure, and release radio links. Moreover, using the corresponding RRC procedures the UE side L1 and L2 functions are configured accordingly. These RRC messages are sent over the air using services of the L1 and L2 in the eNodeB. The RBC receives the commands to set-up, re-configure and release radio bearers from the RAB Control in the aGW, i.e. in addition to the interface towards the eNodeB for radio link configuration and “RRC forwarding”, the RBC has an interface to the RAB-Control in the aGW.

· According to the definition of the CMC the idle mode part is mainly handled by the UE, hence, what is meant by “CMC” in Figure 1 mainly refers to the active mode mobility. The CMC has to configure the UE measurements using RRC upper part procedures. The RRC messages are sent over the air using the services of the lower layers located in the eNodeB. Depending on the rules defined during the measurement configuration the UE reports measurements again using RRC upper part procedures. The CMC uses this information to decide on handover preparation and/or handover execution. The services of the RBC of the target cell are used to prepare and/or execute the handover. Furthermore, the admission control (AC) for the target cell is involved in these procedures. This means the CMC has an interface to the eNodeB for forwarding of RRC messages via the air interface to the UE and an interface to the RBC (and AC) of the target cell.

3. Alternative mapping of Mobile Control functional entity
Depending on the mapping of the Mobile Control to the aGW, RRM server, or eNodeB (compare Figure 1) some of the interfaces become internal interfaces while others are external interfaces. This is discussed in the following three sub-section where the three interfaces identified in chapter 2 are shown in three different colors: blue (x1), orange (x2), lilac (x3). It has to be noted, that the mapping of the remaining two functions (“eNodeB measurement configuration” and “inter-cell RRM database”) is out of scope of this discussion.

3.1. Architecture 1: MC in Enhanced NodeB

In this architecture the Mobile Control is mapped to the enhanced NodeB and all interfaces towards the other NodeB functions become an internal interface (x1). Only the other two interfaces (x2, x3) are external interfaces. The resulting network architecture is shown in Figure 3.
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Figure 3: MC mapped to eNodeB
3.2. Architecture 2: MC in RRM Server

In this architecture the Mobile Control is mapped to an RRM Server. This means that all of the three interfaces (x1, x2, x3) become external interfaces. The resulting network architecture is shown in Figure 4. 
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Figure 4: MC mapped to RRM Server 
3.3. Architecture 3: MC in aGW

In this architecture the Mobile Control is mapped to the Access Gateway and the interface towards the “RAB Control” function in the aGW (x2) become an internal interface while the other two interfaces (x1, x3) are external interfaces. The resulting network architecture is shown in Figure 5.
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Figure 5: MC mapped to aGW

4. Comparison

As discussed in chapter 2 the Mobile Control functions have three interfaces x1, x2, x3 with strong differences in complexity. While the “NBAP” like x1 carries out complex and partly time critical radio link management tasks the other two interfaces are much more lightweight (comparable to Iu) IP conform interfaces. The main source of the interface complexity is the distribution of heavily interacting RRM functions in the eNodeB (e.g. scheduler) and in the MC which have to be optimised together. It is observed that in today’s deployments NodeBs and RNCs of one radio network subsystem (RNS) are usually provided by same vendor. On the other hand, RNCs and MSCs/SGSNs are generally bought from different vendors. The reasoning behind is the high complexity of the Iub interface and the related risks of system instability requiring a high amount of IOT testing effort. Hence, it can be expected that the effort related to standardisation, implementation and testing are much higher for the x1 interface compared to the two other interfaces.

In architecture 1, with the MC functions located in the eNodeB, all functions needed to provide a certain RAB service to a UE are localised in the eNodeB. This means that only the two lightweight “Iu like” interfaces between the aGW and the eNodeB (x2) and between neighbouring eNodeBs (x3) are required.

Architecture 2 with the MC functions located in a third node for the C-Plane (RRM server) follows the current 3G approach, i.e. all three interfaces (x1, x2, x3) have to be specified.
The architecture 3 with MC included in the aGW requires the x1 interface between the aGW and the eNodeB and x3 interface between the aGWs. Hence, the lightweight x2 interface becomes internal in this architecture while the complex x1 interface is required.

	
	Number of interfaces
	Complexity of interfaces

	Architecture 1: MC in eNodeB
	2
	Two interfaces with low complexity

	Architecture 2: MC in RRMS
	3
	Two interfaces with low complexity and one interface with high complexity

	Architecture 3: MC in aGW
	2
	One interface with low complexity and one interface with high complexity


5. Conclusion and Proposal
In this contribution it was shown that in the architecture with the Mobile Control functional entity mapped to the eNodeB the functions to provide to a UE a certain RAB service are localized in the serving Node B. This means that the interfaces to these eNodeBs are Iu like high level interfaces, with less complexity compared low level interfaces like Iub. It has to be noted that in today’s deployments the Iu interfaces is often an multi-vendor interface while the NodeBs and RNC of one RNS is usually provided by the same vendor. As a conclusion the distributed approach reduces the number of interfaces (compared to an architecture with separate RRM server) and reduces the complexity of the interfaces. This results in a much lower standardization and integration testing effort and it allows for open interfaces opening the market for competition with the positive effects on CAPEX.

It is proposed to discuss and to agree on the analysis performed in the document.

It is proposed to include sections 2-4 into the RAN3 internal TR3.018 in section ‘6.2.6
RRC Termination’.
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� The term ‚functional entity’refers to a group of functions, which are considered to be so closely interrelated that they will be mapped together as a group to a network node in a network architecture. 
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