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1. Introduction

Placement of the RRC protocol is an important aspect to conclude for the overall architecture in LTE. In order to elaborate on the different architecture proposals this paper discusses call setup with respect to RRC placement.

Please see [1] for a more general discussion on RRC placement.

2. Discussion

2.1. Architecture alternatives

The architecture alternatives discussed in this paper are:

Architecture Alternative I

RRC is placed in a Central Node.
One example architecture with this functional division between the Central Node and Node-Bs is outlined in [2]. This resembles architecture option “B. RRC Idle and Connected (in central node(s)) above Node-B” discussed at RAN2 and RAN3 #48bis.

Architecture Alternative II
RRC is placed in Node-B in a distributed manner.
This resembles architecture option “A. RRC Idle and Connected in Node-B” and “C. Idle state in central node and  RRC Connected in Node-B” discussed at RAN2 and RAN3 #48bis. The fact that Architecture C have RRC Idle in a central Node is unrelated to the discussion in this paper and from a call setup perspective Architecture C resembles Architecture II.

For the discussion in this paper it is enough to only make the distinction related to RRC protocol placement in connected mode. Any further elaborations of the complete protocol and functional architecture are not treated herein.

2.2. Call setup analysis

In order to be able to fulfil the call setup requirements from TR 25.913 [3], the call setup need to be done from a “connected” state and not from LTE_DETACHED (with states according to [4]).

This means that there is already an established RRC context at some location in the NW, and that the UE does not need to engage in security and authentication procedures during the call setup procedure. Given that UEs are powered-on most of the time, and that a call setup is not generally performed just after power-on, this means that in most cases the call setup will be done in a different cell compared to the cell where the UE did power-on.

For architecture I, the RRC context is stored in the Central Node, and the call setup starts with a physical random access and resource grant, followed by a UE UL message to the Central Node. The Central Node requests for Node-B resources and establishes a temporary Node-B MAC context (e.g. similar to the MAC-hs/MAC-e context for Rel-6) and sends a DL confirm message to the UE. After the UE receives the confirm message user data for the new service can be sent. The UE also sends an UL complete message to the central node.

For architecture II, the RRC context is stored in the Node-B where the UE was previously active doing data transfer/did power on. Here the call setup is also started with a physical random access and resource grant, followed by a UE UL message to the Node-B. The Node-B then fetches the UE RRC context from the Node-B that have the context stored. This context would contrary to in Architecture I be the complete UE context including UE state, capabilities/category, QoS/RAB/RB information etc. The Node-B then updates the GW to re-route the user plane and sends a DL confirm message. After the UE receives the confirm message user data for the new service can be sent. The UE also sends an UL complete message to the Node-B.

The sequences are illustrated in Figure 1 and it can be seen that the sequences are very similar.
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Figure 1. Call setup signalling sequence for Architecture I and Architecture II 

More details on the assumptions for the analysis of the time it takes to perform the call setup in the two different architectures can be found in Annex A. Where applicable the assumptions on processing and transfer delays have been taken from [5]. The total call setup delay are summarized in Table 1.

In architecture II the calculations are different depending on the NW topology, i.e. if all the Node-Bs are connected in a full mesh or if they are connected in a star or tree topology where Node-Bs need to route messages via a central point. In reality a fully mesh network is not a likely scenario, and a real NW is probably a mixture. Also since power-on and call setup are not done at the same time UEs would have moved away from the Node-B where the power-on was made and it is less likely that there is direct link between any such distant Node-Bs. Based on this the values in Table 1 should mainly be taken as an indication of the outer bounds in the different architectures.

	
	Architecture I
	Architecture II

	NW topology
	Not sensitive to star/mesh
	Star topology
	Mesh topology

	Total Call setup delay
	40 ms
	40 ms
	31 ms


Table 1. Summary of Call setup delay in the two architectures

First it can be concluded that both architectures perform well below the target requirement values in TR 25.913 [3] which is 100 ms. Then it can be concluded that in case of a fully mesh topology, Architecture II is faster than Architecture I related to call setup. The difference is not dramatic, 9 ms shorter call setup.

It can be mentioned that for both these architectures there are possibilities to do further optimisations to reduce the call setup further, however, that exercise is left from this paper.

	Conclusion: Both architectures fulfil the requirements of TR 25.913 [3].


3. Conclusions

This document discusses RRC placement from the aspect of call setup. It is concluded that both architectures fulfil the requirements of TR 25.913 and based on this we conclude that:

	When it comes to call setup  delay, the placement of RRC in a central Node and placement of RRC in the Node-B are two equally viable options.
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Annex A

Table 2 lists the detailed assumptions for the procedure delay calculations found in section 2.2.

	Delay
	Assumed Value [ms]

	Hop delay for messages
UE<->NB
NB<->GW/Central point
NB<->NB

	
0.5
4
2

	Processing delay for L3 messages
UE
NB
GW
	
5
5
5

	Processing delay for L1 messages
UE
NB
	
0.5
0.5

	Processing delay for relaying
NB
Central point (in star architecture)
	
0.5
0.5


Table 2. Summary of assumptions for call setup signalling sequence

Where applicable the assumptions on processing and transfer delays have been taken from [5]. It seems that assuming the same processing value for the UE and the NW nodes are rather pessimistic, since it is likely that the NW nodes are likely to be quicker. However, for the calculations the same value have anyway been used.
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