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1 Introduction

Two of the main targets of the Study Item “UTRAN Long Term Evolution” are Network Simplicity and Reduction of Cost (OPEX/CAPEX). At RAN WG1 meeting #42 (29th Aug. – 2nd Sep.2005, London, UK) possible Link Level gains of macro-diversity-combing (MDC, a.k.a. Soft-Handoff SHO) have been evaluated, without final conclusion on the significance of the achievable gains. This paper is aiming to highlight a number of architectural aspects and their consequences for evolved system, if MDC/SHO has to be supported in commercial deployments. In line with the assumptions in RAN WG1, the focus is on support of Frame Combining in Uplink and on inter-NodeB SHO/MDC.

2 Limitation on Scheduling Speed due to SHO/MDC

At the current state of discussions, it can be assumed that

· Air-interface is based on FDM (DL OFDM)

· Handling of users and their data channels is performed by scheduling in NodeB (similar to HSDPA/HSUPA today)

An efficient way to handle scheduling in FDM is to exploit both domains, time and frequency (“tones”). By doing so, variable data rates and PDU sizes can be accommodated simply and on demand. Moreover, by using UE specific quality feedback information NodeB’s scheduler can exploit favourable conditions on the Air Interface (“opportunistic scheduling”) to increase spectral efficiency. Of course to achieve such exploit, scheduling has to follow closely the conditions on air interface, i.e. latency is a crucial element for efficiency of scheduling process.

If SHO/MDC shall be applied across NodeBs, the decisions of a scheduler (or schedulers, if these would be independent processes) have to be co-ordinated too. However, existing terrestrial networks incur a typical NodeB-NodeB transport delay of more than 3msecs (in typical service level agreements, delay figures should be significantly higher) leading to an inherent latency when it comes to co-ordinated scheduling.

This simple assessment shows that the combination of SHO/MDC and fast scheduling will not be able to combine the gains of both schemes. In a simplified view, either the gains of SHO/MDC (abandoning the gains of fast scheduling) or the gains of fast scheduling can be exploited. Having in mind the typical coherency-times for Air Interface an attempt for efficient, coordinated scheduling across NodeBs is deemed unrealistic.

3 Limitation on ACK/NACK schemes due to SHO/MDC

As the experience with HSUPA is showing, coordination of ACK/NACK transmission in DL direction from different NodeBs is unfavourable. Instead, HSUPA has to use explicit rules in the UE to cope with differing ACK/NACK answers from different NodeBs. This had been accepted for Rel-6, where UEs anyway have to maintain a set of Radio Links from different NodeBs; however an evolved system without the need to support inter-NodeB ACK/NACK-schemes would likely lead to reduction in UE complexity.

4 Requirement for Transport Format Coordination for SHO/MDC

In case no MDC is employed for UL, the scheduler in the NodeB may directly demand a certain Transport Format (e.g. PDU size and coding) from the UE. Based on this grant by the serving NodeB, there is essentially no need for indicating (i.e. repeating) the used Transport Format in the uplink (e.g. by means of TFCI).

This situation changes if MDC has to be supported across NodeBs. Two approaches might be envisaged:

1) Involved NodeBs have to store the raw-data as received on the air-interface until the used Transport Format is conveyed via the terrestrial interfaces. Due to the typical delay on Transport Network Layer and due to the quantisation of raw data there is the requirement to employ a significant amount of fast buffer in the NodeBs for this approach, leading to increased NodeB cost (CAPEX)

2) Selected Transport Format has to be indicated (i.e. repeated) in UL direction via the Air-Interface. This method however will require encoded UL signalling of Transport Format (e.g. TFCI) to the involved NodeBs, thus the amount of transmittable User Data is reduced.

From the considerations above, it can be seen that abandoning SHO/MDC will have advantages for a commercial system, where non-unique Transport Formats are envisaged to be used.

5 Constraints on Routing

In previous contributions (e.g. SRJ-050144) calculations have been shown that the additional load for Transport Layer Networks due to SHO/MDC is low. These calculations assumed that existing network structures/topologies will guide the network design during evolution phase.

However, increased user data rate does suppose to add new capacity to the transport networks. When such new lines are added, there are advantages if no MDC combiner point has to be embodied. This can be seen from figures 1 and 2 below.
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Figure 1: Network Topology employing a separate MDC unit
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Figure 2: Network Topology without separate MDC unit
One obvious difference is the fact that in figure 1 all traffic has to be routed via a third U-plane node, the MDC unit.

In figure 2, there are only two points defining the flow of user traffic: The radio node, which is located according to radio planning, and the edge node, which is located according to the question where user-plane traffic is efficiently inserted into ‘external’ networks (or looped back in case of local traffic). For this reason, routing topology in  figure 2 can be described as a “traffic draining topology” with systematic advantages in line length and freedom of planning, thus typically leading to a reduction of OPEX.

6 Proposal

Assessment above is showing that support for SHO/MDC, even if it does undisputedly provide gains in Link Layer performance, incurs limitations and constraints for

· Efficient Scheduling

· Simple ACK/NACK schemes

· Simple support of varying Transport Formats

· Network Planning / Optimised Routing

Considering named and similar systematic drawbacks for the evolved architecture if SHO/MDC has to be supported, Siemens is proposing to abandon the support for SHO/MDC in evolved RAN.
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