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1
Introduction

This paper proposes an overall Iub/Iur congestion control framework applicable to HS-DSCH and E-DCH Frame Protocol traffic, according to the guidelines presented in [1].
First we briefly recall existing congestion control mechanisms in TCP/IP and ABR networks. Then we focus on the latter and discuss how the ABR congestion control mechanism can be transposed and used for the purpose of Iub/Iur congestion control.
2
Look Elsewhere: TCP/IP and ATM ABR
The main purpose of congestion control is controlling the amount of traffic in the network. According to the first three guidelines discussed in [1], a congestion control mechanism has a means for:

· Congestion Detection (forward path);

· Congestion Notification (reverse path);

· Congestion control Algorithm (Sender).

Looking at TCP/IP network [2], these three guidelines translate as follows:

· Detection is made possible by associating a Sequence Number to every transmitted TCP segment. This Sequence Number actually contains the total number of transmitted octets by the Sender;

· Notification is made possible by the use of duplicate acknowledgements (dup_acks) sent from the Receiver to the Sender;

· The Sender’s Algorithm is the famous “TCP Slow Start” mechanism, adjusting the Sender’s “congestion window” (cwnd) as follows:
if (three_dup_acks OR timeout)= TRUE

ssthresh = FlightSize / 2


 

(exponential decrease)

ssthresh = max (ssthresh, 2*SMSS)

cwnd = ssthresh
else if SlowStart = TRUE
cwnd = cwnd + SMSS

(exponential window increase during Slow Start)

else
cwnd = cwnd + SMSS * SMSS / cwnd

(additive window increase during Congestion Avoidance)
where:

SMSS

-
Sender Maximum Segment Size (i.e. MTU)
FlightSize
-
the amount of outstanding data i.e. data that have been sent, but not yet acknowledged

Looking at ATM ABR networks [3], the three guidelines translate as follows:

· Detection is made possible by the transmission of Resource Management (RM) cells in the forward path. All nodes in the traversed path, including the Receiver, are allowed to write congestion indications in the forward RM cell;
· Notification is made possible by looping back the RM cells at the Receiver. In its basic form the Congestion Notification contains two bits: Congestion Indication bit (CI bit) which is set to “1” in case of severe congestion and No Increase bit (NI bit) which is set to “1” in case of mild congestion. If there was no congestion detected on the forward path, both CI and NI bits are set to “0”;
· Upon reception of the backward RM cell the Sender runs the following Algorithm to adjust its transmission rate:
if CI = 1







(severe congestion)
ACR = ACR – ACR * RDF

(exponential decrease)

else if NI = 0






(no congestion at all)
ACR = ACR + RIF * PCR

(additive increase)

ACR = min (ACR, PCR)

where:

ACR
-
Allowed Cell Rate (i.e. current transmission rate in cell/s)

PCR
-
Peak Cell Rate (i.e. maximum allowed rate for the connection in cell/s)

RIF, RDF
-
Rate Increase Factor and Rate Decrease Factor, parameters determined at connection establishment.
3
Applicability to HS-DSCH and E-DCH Congestion Control
Neither of the two congestion control mechanisms can be readily used for the purpose of HS-DSCH and E-DCH congestion control for the following reasons:

· The TCP Sender algorithm is driven by TCP acknowledgements. For that reason it is impossible to apply to the HS-DSCH and E-DCH frame protocol, unless every HS-DSCH and E-DCH frame is acknowledged. 

· The ABR algorithm relies on the presence of cyclic RM cells and works with fixed size frames (ATM cells) only.
We believe that the ABR congestion control would be more efficient for transposal in the Iub/Iur context for the following reasons:

· Although TCP acks are used to feed the congestion control algorithm in the Sender, their basic purpose was to allow for reliable e2e TCP transfers. Given that no such functionality is required for the Iub/Iur frame protocols, using acks for the only purpose of congestion control looks strange;
· In TCP every segment (or almost) has to be acknowledged by the Receiver. If applied to Iub/Iur frame protocol, this approach may generate significant traffic increase in the reverse path, thus becoming a potential cause for congestion (e.g. HS-DSCH acks would impact E-DCH data traffic in the reverse path and vice versa).
For this reason we propose to focus next on ABR congestion control and investigate how it could be applied to Iub/Iur frame protocols.

4
Transposal of ABR Congestion Control
It is noteworthy that, contrary to ATM ABR, the intermediate nodes on Iub/Iur have no means to look inside the FP frames and possibly write explicit congestion indication info therein. Only the Recevier has such a possibility. The way the Receiver obtains congestion information is currently tbd, but it is assumed here that some means for Detection will be defined (e.g. DRT or FSN extensions, as proposed in [4] and [5], or something else.). We elaborate on this point further below.
This means that there is no need to transmit any RM frames from the Sender, because the Notification (i.e. the “backward RM cell”) could be generated by the Receiver alone.
It is important to understand that the Receiver must follow a rule when generating the Notifications, because the ABR Sender’s algorithm adjusts the transmission rate upon reception of every single Notification. Generating Notifications upon every detection of lost or delayed data would have a detrimental effect on the Sender’s rate, due to the exponential decrease step in the Sender’s algorithm.
In ATM ABR the “notification opportunities” are determined by the RM cells. For instance, if Nrm = 32, the “notification opportunity” occurs when a predefined amount of ATM data cells (e.g. 31 data cell) have been transmitted by the Sender. Even if the Receiver finds out that congestion has occurred within the interval delimited by the instants of reception of two consecutive RM cells (e.g. by reading the EFCI bit in an ATM data cell), it must wait for the reception of the next forward RM cell in order to notify the Sender.
Given that Iub/Iur FP frames are of variable length, one would have to define a data quantum (i.e. counterpart of an ATM cell) in order to be able to count the data transmitted by the Sender. E.g. a data quantum could be equal to a MAC-d PDU or to an octet.
There are two implementation options, referred to here as the Sender’s alternative and the Receiver’s alternative, depending on who does the data counting:
· In the Sender’s alternative, the Sender counts the number of transmitted quanta. When the number of transmitted quanta reaches a pre-defined threshold, the Sender solicits the Receiver to send a Notification. The solicitation plays the role of a forward RM cell and could be implemented as a simple “Poll” bit in a FP data frame. When the Reciver receives a “Poll” bit, it replies with a Notification message.
· In the Receiver’s alternative, it is the Receiver who does the counting. Upon reception of a data frame, the Receiver estimates the amount of data received and generates a Notification to the Sender if the number of received quanta has reached a pre-defined threshold.
Both approaches have a little drawback. In the Sender’s alternative the data frame carrying the “Poll” bit may also get lost. In the Receiver’s alternative the Receiver is unable to keep track of lost data in the counting process.

It seems to be easier to solve the issue in the Receiver’s alternative. Paper [5] already proposed to use a Frame Sequence Number (FSN) extension in FP data frames. While this would allow the Receiver to detect the number of lost data frames, it would still not know the amount of lost quanta. For this reason, it would be better to indicate in each data frame the sequence number of the last data quantum contained in the transmitted frame (cf. the same way the TCP Sender indicates the Sequence Number of the last transmitted octet). In this way the Receiver will not only detect data loss, but will also learn the amount of lost data. This is of paramount importance, as the ABR Sender’s algorithm adjusts its transmission rate at cyclic opportunities determined by the quantity of transmitted data.
5
Summary of the Proposal
In terms of the first three guidelines presented in [1], the proposal for Iub/Iur congestion control can be summarised as follows:

· Detection is based on a Quantum Sequence Number (QSN) inserted by the Sender in every Iub/Iur FP data frame. The QSN indicates the sequence number of the last data quantum contained in the transmitted FP frame;
· Notification is based on a counting process in the Receiver. Upon reception of a data frame, the Receiver estimates the amount of data received, including quanta contained in lost frames (the latter are deduced thanks to the QSN). When the number of received quanta reaches a pre-defined threshold, the Receiver sends a Notification message to the Sender. The Notification message contains at least a “severe congestion” indication (CI bit) and a “mild congestion” indication (NI bit);
· Upon reception of the Notification message, the Sender adjusts its transmission rate according to the ABR Sender’s rate-control Algorithm mutatis mutandis (e.g. replacing “cell” with “quantum”)
It should be possible for the congestion control to be turned on or off on per-connection basis, depending on whether the Iub interface is underdimensioned or not. This is desirable in order to avoid unnecessary processing in the endpoints in cases where Iub/Iur congestion control is not needed. The CRNC should make this decision, as it is the only node with full knowledge of potential bandwidth issues on Iub.
This was the summary of the high-level proposal. If the group feels it should be studied in more details, here is a list of topics that need further reflection:

· Whether the quantum size should be predetermined (e.g. MAC-d PDU, octet, etc.) or signalled;
· Whether data counting should keep track of net data only (i.e. MAC-d PDU data), or whether FP headers should be taken also into account. Note that in the latter case a quantum of the size of an octet seems to be more appropriate, and
· The level of details for specifying the process of rate adaption in the Sender.
In addition, and not directly related to the proposal above, it is FFS:
· Whether there is a need for additional congestion Detection mechanism based on detection of excessively delayed frames for the particular case of HSDPA (e.g. timestamp based approach as proposed in [4]). It is understood that in case of E-DCH, such a mechanism is already available in the Frame protocol (i.e. CFN + subframe number).
6
Conclusion and Proposal
It is proposed that RAN3:

· discuss and agree on the Iub/Iur Congestion Control presented in Section 5;
· discuss on how to proceed with the remaining FFSs in Section 5.
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