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1. Introduction

Transport network load and ways to manage traffic congestion is an area which will become of more and more important with the introduction of HSDPA as well as the increase of data traffic in the networks. This subject has been discussed earlier [R3-041502][R3-041584], but there has however not yet been a conclusion on the best way to detect and manage traffic congestions in the transport network.

The purpose with this contribution is to describe the alternatives that have been brought up so far, and weight their respective pros and cons in order to allow RAN3 to conclude which is the most feasible way forward, so that associated specification work can start.

From a specification perspective, the transport network congestion detection and control function will require the following additions to the specifications:

· Transport network congestion detection, i.e. how and with which measurements a node detects that there is a congestion situation in the network.

· Transport network congestion control, i.e. how and with which control messages actions are taken to relieve the congestion situation in the network.

It should be noted that this contribution only addresses the first bullet, meaning the detection of transport network congestion. The second part is addressed in document [R3-050095].

2. Network overload in perspective

Before discussing the different alternatives it is also good to recapitulate a little on how network overload are addressed on the fixed network side. Typically data packets are statistically multiplexed on the links and routers are forwarding the packets as fast as possible. If a link gets overloaded, the router can either queue the packet hoping that the link load will be reduced in the near future, or (at the time of buffer overflow) discard the packet knowing that higher layer protocols are solving any problems that might arise due to the packet loss. If a higher layer protocol (i.e. TCP) detects that there is a packet missing, it assumes that the packet was lost due to network congestion and actions are taken to resolve the congestion situation (TCP reduces the throughput etc). The TCP protocol do measure delay, but that information is used to decide on how long time the state machine should wait for a packet to arrive before assuming that the packet was lost. There are typically no comparisons of successive delay measurements to detect a delay build-up and from that conclude that there is a congestion situation somewhere in the network.

This example shows that the most commonly used packet data protocol uses packet loss for detecting congestion situations in the network. This is important to have in mind for the following discussion. 

3. Transport Network Congestion Detection

In previous meetings two different solutions has been discussed on how a transport network congestion situation can be detected.

· Alternative 1 [R3-041502]: In where we add a FSN to each data frame on the UL. This together with the CFN and SFN will allow for the RNC to detect a delay build-up and frame loss of the data frames and from that conclude that there is a congestion situation in the network.

· Alternative 2 [R3-041584]: In where the Node B periodically sends a synchronization frame to the RNC which responds back so that the Node B can detect if there is a congestion situation.

These two different alternatives are illustrated in Figure 1.
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Figure 1: Alternatives for Congestion Control Detection

From Figure 1 it can be seen that there are two fundamental differences between Alternative 1 and Alternative 2: the functional split and the ability to detect frame losses.

In Alternative 1 it is the SRNC that has the ability to measure frame loss and delay build-up, and consequently detect the congestion situation. As the packet scheduling is done in Node B, SRNC needs to be able to signal to the Node B that it should limit the throughput. This functional split allows manufacturers flexibility in the implementation, as the SRNC might have other means to limit the load (inter system handovers, channel switching, etc).

In Alternative 2 the congestion situation is detected directly in Node B. The packet scheduler can immediately initiate actions, as there is no need to signal the congestion information to the Node B. However, assuming that the delay build-ups happens fast, there will be a significant amount of control frames needed in order for the Node B to track the delay. It is also so that Node B is unable to detect frame losses, unless it is signalled from SRNC. Finally, SRNC is better suited to decide on what congestion actions to take and at which moment in time, as it has a better overview of the total traffic flow and bearers.

Considering the observations in section 2, we believe it is crucial to be able to detect packet losses in the transport network. This observation has led us to propose also a similar mechanism for the HSDPA data frame [R3-050105]. Other types of measurements, such as delay build-up could be another way to detect and predict congestions, but the uncertainty of how fast the delay build-up actually happens makes Alternative 2 unfeasible. 

We also believe that Alternative 1, with the congestion control functionality placed in the RNC, will give vendors more flexibility when deciding when and how transport network congestion situations should be handled.

4. Proposal

This contribution has discussed pros and cons with two solutions for transport network congestion detection. We propose RAN3 to conclude that Alternative 1 is the most suitable solution, which will allow for good performance, and implementation flexibility.

Contribution [R3-050095] proposes a way for a SRNC by means of signalling to the Node B to resolve the congestion situation. This proposal is in line with Alternative 1 in this contribution.

The specification changes required for the proposals in this contribution and [R3-050095] is captured in CR [R3-050096], which we propose RAN3 to review and approve.
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