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1 Introduction

Services using HSDPA are sensitive to long delays. One contributor to long delays is the Iur/Iub transport network delays (between SRNC and Node B). To make it possible to fully utilise Iur/ Iub for HS traffic, long dynamic buffer delays should be avoided in the Iur/Iub transport network. 

The reason for long delays is often buffer build-ups in the Transport Network, therefore means for detecting long dynamic buffer delays over Iur/Iub shall be introduced in the 3GPP standard. 

It is proposed to introduce a 3 octets extension (1+2) to the HS-DSCH Data Frame structure called “Delay RNC reference Time”, DRT. 

2 Discussion

It is not only the air-interface that is the bottleneck for HSDPA traffic, the Iub interface is very often a bottleneck as well (sometimes also Iur). The reason is often that operators want to save money by dimensioning Iub with small bandwidth margins. 

It is proposed to introduce a “Delay RNC reference Time (DRT)” as an extension to the existing (3GPP Rel-5) HS-DSCH Data Frame structure in [1] for 3GPP Rel-6 according to the CRs in [2]. DRT can be used for detection of buffer queues build-ups during operation in the HS-DSCH transport network. DRT gives the dynamic delay in the buffers, which you are interested in. DRT doesn’t contribute to the static Iur/Iub delays, which you can’t do anything about during run-time anyway, and which you are not interested in here. 

DRT is generated in RNC and is used in the Node B HSDPA Iur/Iub Flow Control algorithm. 

Operators can get HSDPA buffer build-up statistics. Early upgrade warnings can be generated that indicate a too low Iub HS bandwidth compared with what is needed for the HS users. Iub dimensioning for HS traffic can use buffer build-ups statistics. 

DRT is a Data Frame Extension, thus, DRT can be sent e.g. 10 times a second. DRT has the same time span as the reference counters RFN (in RNC), which are standardized in [3]. 

Without the introduction of DRT extension the only congestion detection technique in the Iub interface is the detection of packet losses
. Packet losses can be detected in case of ATM-based Iub Transport Network, but cannot be detected in case of IP-based Iub TN. 

Detecting only packet losses is not efficient for two reasons: 

1) packet losses itself are events we would like to avoid in the Iub TN, 

2) packet losses also results in high delays, as the transport network buffers must be filled (or being above certain thresholds) before packet losses occur. 

With the introduction of DRT extension we would be able to detect congestion in Iub Transport Network before delays became very long and packet losses occur. Additionally, congestion detection based on DRT measurement would also work in case of IP-based Iub Transport Network.

3 Simulations

We carried out simulations to study the feasibility of congestion detection using the proposed DRT extension. We added DRT extension to FP HS-DSCH Data Frame of a user once every 100ms. The minimum relative offset of RNC and Node B reference times in the last few seconds was measured. When a received Data Frame differed from the minimum relative offset more than 30 ms, then the flow control algorithm treated this event as an Iur/Iub congestion indication (same way like a partial Data Frame loss).

Applying the above described congestion detecting method, the Iub Transport Network delays were lowered and packet losses were possible to avoid while the Iub TN utilization did not decrease significantly in the investigated scenarios. 

A simulation example can be seen below. We used Iub TN capacity 1.7 Mbps and approximately 110 ms long buffers. The additional propagation delay was 10 ms. 

Two user models were investigated. 

1) The first is called “Model” and represents users downloading small packets with a given distribution and arriving to the system according to a Poisson arrival process. 

2) The second is called “greedy”, where there are a given number of users in the system, all of them downloading large files. 

“loss” and “DRT” in the below figure indicate the used Iur/Iub congestion detection technique. 

The probability of that the delay is higher than the value on x-axis is plotted using a logarithmic scale in the y-axis. It can be seen that the delay reduced significantly in the system, when we used the DRT extension based congestion detection technique. 
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Figure 1: Simulation results showing a standard user (Model) and a greedy user (greedy) using data frame loss (loss) Iub congestion detection method and the DRT data frame extension based (DRT) method. 
4 Conclusion

Introducing the DRT extension to the HS-DSCH Data Frame structure makes it possible to utilise the Iub/Iur HS bandwidth in a more efficient way. 

DRT is defined as a Data Frame structure Extension, which makes it optional.

Using DRT based congestion detection technique and long enough buffers, packet losses can be avoided, the reason is that it "predicts" packet losses. Delays can be kept below a reasonable threshold. This congestion method can be applied also when the Iub TN buffers are very large, while the loss based method results in very high delays in that case. It can be used as congestion detection technique for IP-based transport network and is recommended to use in ATM-based transport network to avoid high delays and frame losses.

The DRT-based congestion detection method introduces a new parameter to the system: the smallest difference from the minimum relative offset, which we treat as congestion indication. This parameter must be tuned with care. Too large value can result in that we cannot detect congestion this way, as the largest possible Iub TN delay difference is smaller than this value. On the other hand if the setting of the parameter is too small then too many congestion indications may result in degraded Iub TN utilization.
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� Only the loss of Frame Protocol PDUs, which are partly lost, can be detected. FP PDUs fully lost cannot be detected. In case of ATM transport network, there are partially lost FP PDUs (some AAL2 CPS packets of the FP PDU are arrived some are not).





