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1
Introduction

In RAN WG3 #36, Siemens introduced an architecture for an evolved UTRAN [1]. The purpose of this contribution is to

· Demonstrate the potential of the approach in terms of Deployment Flexibility, i.e. by listing some basic physical realisation scenarios
· To illustrate a possible smooth introduction scenario into an existing UTRAN 
· To list some benefits of this evolved architecture.

2
Deployment Flexibility
 The functional separation of RCS (Radio Control Server) and UPS (User Plane Server) improves flexibility and adaptability of deployment for UTRAN networks. In fact, the enhanced architecture allows many different physical realizations. To give an indication of the flexibility of the architecture, one can distinguish three basic deployment scenarios according to the location of RCS and UPS functions:

· Scenario 1: Controlling the RNS (which may have a size larger than typical size of today’s RNS), from a central location and placing User Plane Servers closer to the air interface (e.g. at sites where ATM multiplexers are located today).

· Scenario 2: Controlling the RNS from today’s RNC location and placing the User Plane Servers adjacent to the Node Bs. The size of RNS remains comparable with the size of today’s RNS. The User Plane Servers have a relatively low capacity.

· Scenario 3: Co-locating RCS, UPS and Node B functionality (e.g. when the Node B serves a large number of cells) forming a relatively small RNS.

Both in Scenario 1 and in Scenario 2, an already existing RNC may be configured to provide the RCS functions, i.e. controlling the User Plane Servers over the Iui interface.

In the section “Example of an Introduction Scenario”, a special case of Scenario 1 is described, where additional user plane capacity is introduced into an existing UTRAN through the deployment of User Plane Servers and where the existing RNC is software-upgraded to provide the RCS functions. 

3
Example of an Introduction Scenario

When existing RNCs reach their capacity limits the already deployed UTRAN will require capacity upgrades. Instead of adding additional large RNCs in a one-step-upgrade, the enhanced architecture allows a smooth step-wise approach. Small User Plane Servers (and/or additional Radio Control Servers) can be added wherever and whenever needed. This will slowly transform a centralized UTRAN into a decentralized system that is based on the enhanced architecture. In order to illustrate how a smooth introduction of the enhanced UTRAN concepts into an existing network could look like, a potential deployment and migration example is described in the following:

Initial deployment: A large number of Node Bs are attached to an RNC via an ATM network that contains several traffic concentrators (ATM multiplexers). This can be regarded as a typical Release’99 deployment. See Figure 1.
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Figure 1: Initial deployment

Adding user plane capacity: User Plane Servers are added at a time when this is required due to significant traffic growth. They may be placed at the sites where the ATM multiplexers reside and complement the user plane capacity of the existing RNC. IP transport towards the User Plane Servers may be introduced (though this is not mandated and is only used here to illustrate one specific sequence of deployment). Existing Node Bs are served over existing (ATM-based) Iub interfaces. New Node Bs may be connected over IP transport. The existing RNC is upgraded in the control plane so that the User Plane Servers can be controlled by control plane functionality in the RNC (over the Iui interface). See Figure 2.
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Figure 2: Improvement of user plane capacity by adding additional UPS’s and Node Bs

Evolution towards a decentralised network structure: both user plane and control plane capacity are increased when needed and additional Node Bs are added. The control plane capacity of the existing RNC is increased by deploying additional Radio Control Servers. User plane capacity is increased by deploying additional User Plane Servers. Large parts of the network may be migrated on IP transport. However old Node Bs may remain ATM based and can be served by corresponding User Plane Servers. In this example, the majority of traffic is handled by the new RCS and UPS functions. See Figure 3.
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Figure 3: Decentralised Network

4
Interworking with existing architecture

Inter working with today’s UTRAN architecture ensured by

· The re-use of existing control protocols (NBAP, RNSAP, RANAP)

· The re-use of existing frame protocols (Iub, Iur, Iu)

· Availability of migration scenario, i.e. integration into an existing UTRAN network is feasible (see example) when the existing RNC is upgraded to support the Iui.

· Independence of underlying TNL (ATM/IP)

· Interfacing to neighbouring Radio Network Subsystems over IP or ATM transport is guaranteed. 
5
Benefits of the Functional Separation
For the proposed architecture the following benefits can be identified:
· Transport network gains

· Relaxed QoS requirements for transport network layer up to UPS:
Iu traffic, which usually has lower QoS requirements than Iub traffic, is carried closer to the Node Bs. This reduces QoS requirements in the middle layer of the RAN and leads to transport capacity savings. This is especially important when considering future traffic mixes that result from IP multimedia services. 

· Independent optimisation of the location of control plane and user plane functions allows optimisation of transport costs without preventing central control of UTRAN (e.g. RRM).

· Economical and scalability gains

· A clear function split and the harmonization with similar function splits in the expected evolution of the core network offers the potential for cheaper products through economy of scale.

· Independent scaling of control plane and user plane functions helps to better adapt to the growth and the unpredictable requirements of new services. When the amount of traffic increases, it is sufficient to increase the user plane capacity. When new services also create additional load in the control plane, the capacity of control plane can be increased.

· The granularity of capacity upgrades is smaller than in a centralized architecture..

5 
Proposal

· It is proposed to include chapters 2 and 5 of this document into chapter 6.3.3.3 (Benefits and Drawbacks) of TR 25.897.

· It is proposed to include chapter 3 and 4 of this document into chapter 6.3.3.4 (Interworking with Existing Architecture) of TR 25.897
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