3GPP TSG-RAN3 Meeting #39 
R3-031679
San Diego, US, 17-21 November, 2003
Title:
On Transport Layer Utilisation with Node B+
Agenda Item:

11.2.1
Source:

Nortel Networks
Document for:
Discussion and Decision
1 Introduction

Paper R3-031392 [1] proposed a comparison of transport layer utilisation with Node B and Node B+ for Real Time (RT) traffic (e.g. 12.2 kbit/s speech and 64 kbit/s video). The conclusion of the paper was that Node B+ implies significant bandwidth increase in the Last Mile compared to today’s architecture. While agreeing with this conclusion, we would like to point out here that only the “tromboning” effect in the Last Mile was taken into account in the analysis. Specifically, the paper did not consider scenarios with VoIP speech, in which the PDCP header compression plays an important role.
The reply paper R3-01425 [2] rejects en bloc the proposed analysis, as it reportedly ignores the motivation behind the Node B+ architecture which is the expected change in the traffic mix i.e. the Node B+ proponents assume that the constraints of today’s architecture will become dominating when the portion of Non Real Time (NRT) traffic becomes significant.

In this paper we propose to analyse the bandwidth requirements for Node B and Node B+:

· for NRT traffic;

· for IMS VoIP traffic.
Based on this analysis some conclusions are made. While being aware that the proposed analysis is rough and could be improved, we believe that the proposed conclusions would not change significantly.
2 Transport Layer Utilisation with Node B and Node B+ for NRT Traffic
This section provides a very rough analysis of the bandwidth requirements in the Last Mile with Node B and Node B+ for extremely data-centric RNSs: 100% of the traffic is assumed to be Non Real Time (NRT) TCP/IP data.
In the Node B case the traffic carried in the Last Mile is Iub traffic. In the Node B+ case the traffic carried in the Last Mile is Iu traffic.

2.1 Common Assumptions

These are the common assumptions applying both to Node B and Node B+:

· Three TCP segment sizes are considered in this paper: 20 (acks), 512 (default segment size) or 1400 octets (typical max segment size);
· This results in three TCP/IPv4 packet sizes: 40, 532 or 1420 octets, or three TCP/IPv6 packet sizes: 60, 552 or 1440 octets

· It is assumed that HS-DSCH is used as a transport channel in both cases, although this is relevant only for the Iub analysis.
2.2 Assumptions on Iu

The following assumptions are made about Iu (Node B+ case):

· uncompressed TCP/IP packets carried over Iu in non-segmented format
· no “tromboning” effect due to Soft HO because of the assumed use of HS-DSCH as a transport channel
· no “tromboning” effect due to a Node B+ being in the DRNC  role (i.e. systematic SRNS Relocation is assumed for Node B+)
· GTP header size is: 8 octets

· Iu Frame Protocol overhead (header+trailer) size is: 3+0=3 octets

The total number of Iu FP octets corresponding to the three TCP segment sizes and assuming IPv4 at application layer is:

· 40 + 11 = 51,

· 532 + 11 = 543, or

· 1420 + 11 = 1431 octets

The total number of Iu FP octets corresponding to the three TCP segment sizes and assuming IPv6 at application layer is:

· 60 + 11 = 71,

· 552 + 11 = 563, or

· 1440 + 11 = 1451 octets

2.3 Assumptions on Iub

The following assumptions are made about Iub (Node B case):

· RFC 2307 TCP/IP header compression used in PDCP
· According to RFC 2307 the compressed TCP/IP header size is 4-7 octets; it is assumed here that the compressed TCP/IP header size is always 7 octets

· Compressed TCP/IP packet size (for both IPv4 and IPv6) is: 7, 499 or 1387 octets

· PDCP header = 1 octet; hence, PDCP PDU sizes of: 8, 500 or 1388 octets.

· RLC payload size = 40 octets (320 bits); RLC AMD PDU header = 2 octets (16 bits); hence, MAC-d payload size = 42 octets (336 bits)

· MAC-d header = C/T field = 4 bits; hence: MAC-d PDU size = 43 octets

· All MAC-d PDUs stemming from the same TCP segment are carried within the same HS-DSCH FP frame (rough assumption)

· RLC retransmissions are not taken into account here, as it is assumed that HARQ retransmissions in the Node B reduce significantly the need for RLC retransmissions (very rough assumption)
As a result, the number of MAC-d PDUs corresponding to the three TCP segment sizes listed above is:

· 1 (= 1/40),

· 13 (= 500/40), or

· 35 (= 1388/40)

The Iub HS-DSCH Frame Protocol overhead (header+trailer) is: 7+4=11 octets

The total number of Iub FP octets corresponding to the three TCP segments is:

· 1x43 + 11 = 54 octets

· 13x43 + 11 = 570 octets

· 35x43 + 11 = 1516 octets

2.4 Comparison

Comparison of resulting number of octets at the Frame Protocol level corresponding to three considered TCP segment sizes:

	
	TCP Segment

20 octets
	TCP Segment

512 octets
	TCP Segment

1400 octets

	Iu with IPv4
	51 (94.44%)
	543 (95.26%)
	1431 (94.39%)

	Iu with IPv6
	71 (131.48%)
	563 (98.77%)
	1451 (95.71%)

	Iub with HS-DSCH
	54 (100%)
	570 (100%)
	1516 (100%)


Assuming equal distribution of the three TCP segment sizes (0.33, 0.33, 0.33), the total bandwidth required over Iu and Iub is:

	
	Required bandwidth in the Last Mile
(Node B = 100)
	Last Mile traffic as part of the original TCP/IP traffic

	Iu to Node B+ (with IPv4)
	94.62%
	101.66%

	Iu to Node B+ (with IPv6)
	97.43%
	101.61%

	Iub to Node B (with IPv4)
	100.00%
	107.43%

	Iub to Node B (with IPv6)
	100.00%
	104.29%


The rough analysis from this section shows that in extremely data-centric RNSs (100% of the total traffic assumed to be NRT TCP/IP data) the transport network utilisation with Node B+ is improved by 2.57% (5.38%) for IPv6 (IPv4) traffic.

It should be kept in mind that RLC retransmissions were not taken into account in this analysis (relevant for Node B only), neither was it the case for the “tromboning” effect in case a Node B+ is in the DRNC role (relevant only for Node B+).
3 Transport Layer Utilisation with Node B and Node B+ for IMS VoIP
This section provides a rough analysis of the bandwidth requirements in the Last Mile with Node B and Node B+ for IMS VoIP traffic.

In the Node B case the traffic carried in the Last Mile is Iub traffic. In the Node B+ case the traffic carried in the Last Mile is Iu traffic.

3.1 Common Assumptions

These are the common assumptions applying both to Node B and Node B+:

· AMR 12.2 Kbit/s voice; 244 bits of speech per packet

· RTP payload 32 octets

· VoIPv6 packet size: 92 octets

3.2 Assumptions on Iu

The following assumptions are made about Iu (Node B+ case):

· uncompressed RTP/UDP/IPv6 packets carried over Iu towards Node B+

· no “tromboning” effect due to Soft HO is considered here (in contrast to the analysis in [1])
· no “tromboning” effect due to a Node B+ being in the DRNC  role  (i.e. systematic SRNS Relocation is assumed for Node B+)
· GTP header size is: 8 octets

· Iu Frame Protocol overhead (header+trailer) size is: 3+0=3 octets

The total number of Iu FP octets corresponding to one RTP/UDP/IP packet is:

· 92 + 11 = 103
3.3 Assumptions on Iub

The following assumptions are made about Iub (Node B case):

· RFC 3095 RoHC header compression used in PDCP and DCH used as transport channel

· Compressed RTP/UDP/IPv6 packet size is assumed to be: 36 octets

· No UEP assumed. A, B and C bits are sent on the same DCH

· No PDCP header.

· RLC UM payload size = 1 octets (8 bits); hence, MAC-d payload size = 37 octets

· No MAC-d header

· As a result, the MAC-d PDU size for one RTP/UDP/IP packet is 37 octets

· Iub FP (header+trailer) size: 3+0=3 octets

The total number of Iub FP octets corresponding to one RTP/UDP/IP packet is:

· 37 + 3 = 40 octets

3.4 Comparison

Comparison of resulting FP octets for one VoIP AMR/RTP/UDP/IP packet:

	
	FP octets
	Required bandwidth in the Last Mile

(Node B = 100)
	Last Mile traffic as part of the original RTP/UDP/IPv6 traffic

	Iu
	103
	257.50%
	111.96%

	Iub
	40
	100.00%
	43.48%


The rough analysis from this section shows that in the extreme scenario in which VoIP traffic does not benefit from Soft HO and where Node B+ is never in the DRNC role (e.g. due to systematic SRNS relocations), the bandwidth requirements in the Last Mile for Node B+ are 157.50% bigger than with Node B.

4 Transport Layer Utilisation with Node B and Node B+ for Mixed Traffic Scenario
Assuming that the overall traffic in a DRNS is composed of:

· RT traffic consisting of IMS VoIP traffic only, and

· NRT traffic consisting of TCP/IP traffic only,

and given the analysis in the previous two sections, in this section it is proposed to look for the break-even point i.e. the percentage of RT traffic in the overall traffic starting at which Node B and Node B+ require similar amount of traffic in the Last Mile (please refer to the previous two sections for the list of all assumptions).
The following formula is used for computing XRT_4, the percentage of RT traffic of the break-even point, assuming IPv4 is used for NRT traffic:

101.66 · (100 – XRT_4) + XRT_4 · 111.96 = 107.43 · (100 – XRT_4) + XRT_4 · 43.48
The following formula is used for computing XRT_6, the percentage of RT traffic of the break-even point, assuming IPv6 is used for NRT traffic:

101.61 · (100 – XRT_6) + XRT_6 · 111.96 = 104.29 · (100 – XRT_6) + XRT_6 · 43.48
The break-even value for XRT is given in the following table:
	assumption
	XRT 

	NRT with IPv4
	7.77%

	NRT with IPv6
	3.77%


i.e. as soon as the percentage of RT traffic becomes bigger than 3.77% (7.77%) of the overall traffic in the DRNS, and assuming IPv6 (IPv4) is used for the NRT traffic, Node B+ requires more bandwidth in the Last Mile than Node B.
5 Proposal

It is proposed to include Sections 2, 3 and 4 of this paper in the Section 6 of TR25.897.
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