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1 Introduction

This contribution discusses about some issues found in the analysis in the document R3-031392 [1]. In the following the excerpts from [1] are in cursive text and the comments on them are in red.

From [R3-030256, draft REPLY LS on Initial submission for updated UTRA FDD and TDD toward Rev. 4 of Rec. ITU-R M.1457, Sophia Antipolis, France, February 17-21, 2003], we find some objectives of the new UTRAN architecture (quoted below), which indicate "better transport layer utilization". The purpose of this document is to investigate this in a case where the hierarchical structure of the Radio Access Network is replaced by a distributed architecture with NodeB+s, as indicated in [2] and the other documents referenced there. 

[1] RAN improvements (quoted from R3-030256, draft REPLY LS on Initial submission for updated UTRA FDD and TDD toward Rev. 4 of Rec. ITU-R M.1457, Sophia Antipolis, France, February 17-21, 2003)
Rationale: the main purpose of this feature is to collect all evolutions of the Radio Network System.

The main topics addressed by this feature include transport of user and signalling plane as well as protocols over all interfaces of the RNS.
Will include:

· Improvement of RRM across RNS and RNS/BSS. 
The objective of this work is to identify tools for facilitating an efficient and cost effective method for radio resource management across RNS and RNS/BSS

· Feasibility Study on the Evolution of UTRAN Architecture
This work includes study on new distribution of some RAN functionalities between existing nodes (e.g. between Node Bs and RNCs) which could lead to better transport layer utilization.
The text above was found useful in setting the scene for the ongoing Feasibility Study on UTRAN architecture evolution.

2 Impacts of a NodeB+ architecture on the transport layer

2.1 Bandwidth considerations
Given :

NB :
number of base stations (NodeBs) per RNC 
(Estimation here: 50)

(NR :
number of RNCs in the PLMN)

All NodeBs and RNCs are assumed equal.

BWB :
user plane Iu bandwidth per NodeB. (The user plane traffic per NodeB that flows over the Iu) (Estimation : 2Mbps currently; increase if  e.g. HSDPA is introduced)

Part of the connections are in soft hand-over, partly inter-RNC using Iur, partly inter-RNC without Iur.

y : 
fraction of connections in inter-RNC soft-handover 
(Estimation : 10%) 

z : 
fraction of connections in soft-handover (Estimation : z=3*y=30%) 

NN : Number of Iur-connections per RNC (Estimation : 6)

hFP: Ratio due to Frame Protocol overhead over Iur and Iub 

= 1.16 (5 octets for 31 octets) in case of speech 12.2 kbps

= 1.02 (3 octets for 160 octets) in case of video 64 kbps

The starting point for the analysis in R3-031392 [1], as stated above, is neither reflecting the key assumption behind the proposed new NodeB+ architecture nor one of its key benefits. The assumption and the motivation for the new architecture is the expected change in the traffic mix. As it is stated e.g. in document R3-030742 (Nokia) [2], the assumption is that sooner or later there will be RNSs where the amount of packet traffic is significant to justify the changes in the architecture. As long as this is not the case, there is no need for the introduction of a new architecture as an alternative to the existing RNC/NodeB based architecture, unless it is proven that the existing RNC centric architecture would have significant deficiencies in terms of transport efficiency with real time traffic. So far there is no evidence of that. For real time traffic the aspects related to the location of radio interface functions are not the limiting factor for the transport efficiency. Instead the constraints come from the service requirements of the real time traffic. This was discovered already in Rel-4 when the delay budget was specified for UTRAN interfaces in TR25.853 [3]. It is only when the portion of non-real time traffic gets significant that the constraints set by the architecture (the location of radio interface protocols in RNC) become dominating. 

One of the key benefits of the NodeB+ architecture that has not at all been taken into account is the potential to use the true QoS differentiation all the way down to the NodeB. This capability together with the change in traffic mix is to bring significant gains in the transport efficiency. This has been completely ignored in the analysis of [1].

It is stated in the very beginning of [1] that it is “the better transport layer utilisation” that is the driving force for the study on new UTRAN architectures. So far there are two alternative proposals for the new architecture, one is the NodeB+ based that is the subject of the analysis in [1] and the other is the RCS/UPS based architecture that was introduced in document R3-030678 (Siemens) [4]. In the following there is a direct quote from [4]:

· “Relaxed QoS requirements for transport network layer up to UPS:

Iu traffic, which usually has lower QoS requirements than Iub traffic, is carried closer to the Node Bs. This reduces QoS requirements in the middle layer of the RAN and leads to transport capacity savings. This is especially important when considering future traffic mixes that result from IP multimedia services.
This statement only highlights the key benefit of the NodeB+ based architecture where the UPS functionality is in the NodeB+ itself, being as close to the NodeB as possible.
One additional point needing further consideration in [1] are the figures about the Soft Hand-Over percentage. It needs to be taken into account that in the future traffic scenarios advertised both in [2] (Nokia) and in [4] (Siemens) the portion of non real-time traffic is significant, and consequently the fraction of connections in Soft hand-Over is to decrease. This is for the reason that while the SHO is critical for maintaining adequate radio link performance for real time traffic, it is not that for the non-real time bearers. This in turn results from the fact that for NRT traffic there are also other means available for providing the needed performance (e.g., scheduling, relocations, new transport channels like HS-DSCH, etc.) 

>>>>>>>>>>>>>>>>>>>>>>>>>>

2.1.1 UTRAN R99/R4/R5 (RNC/NodeB configuration)

Figure 1 shows a number of NodeBs (1…n) connected to an RNC (RNC2). On its turn this RNC is connected to the CN via Iu, and to (2) other RNCs (RNC1 and RNC3) via Iur. The other RNCs are also connected to the CN.
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Figure 1
Last Mile bandwidth (=Iub-bandwidth) : hFP* BWB * (1+3y)

2.1.2 Distributed RAN (NodeB+ configuration)

Figure 2 shows a number of NodeBs (1…3) each connected to the CN (Iu-interface), and all interconnected among each other (Iur-interface). The case where a NodeB+ is not connected to all the other NodeB+s is not shown.
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Figure 2
The chained NodeB configurations are not shown because they are supposed to be seldom. A chained NodeB configuration would be similar to the R99 architecture where the first NodeB+ is functionally identical to a RNC.

As it was stated in [2] (Nokia), the chained NodeB+ configurations, including NodeB+ centric star/hub configurations are not seldom but are expected to be very common. In NodeB+ architecture the topology shown in Figure2 represents the worst case topology, without any consideration given to the actual network planning. In the NodeB+ architecture the role of the underlying transmission network topology becomes an important factor in the radio network planning: the dimensioning of the NodeB+ resources regarding its “RNC capabilities” like Macro-Diversity Combining and the location of these NodeB+:es is always to be done in relation with the underlying transmission network topology and vice versa. Otherwise the needed support of SHO could bring transport efficiency issues. This is more elaborated in [2]. 

>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>

Bandwidth per NodeB : (We assume the same portion of traffic soft hand-over, but we do not need to distinguish any more between inter-RNC and intra-RNC cases. All cases are inter-NodeB.
Last Mile bandwidth due to mobiles in soft handover (30% mobiles, average of 2 legs)

· Iub : does not exist.

· On Iu: BWB
· On Iur : hFP* BWB * (3y) * 2.
See figure below the bandwidth over the Last Mile when the mobile moves using soft handover.
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Figure 3: Last Mile bandwidth comparison when the mobiles is in soft handover with two legs
Last Mile bandwidth : BWB * (1+ hFP* 6y)

Even when Relocations are performed every NodeB+, a mobile in soft handover over two legs will lead to  a bandwidth increase of (1+ hFP* 6y)/ hFP*(1+3y) on the last mile 

which is equal to

· 1.7/1.51 = 1.12  for speech 

· 1.61/1.32 = 1.22 for 64 kbps video

under the following conditions:

· not more than 30% connections in soft handover;

· immediate SRNS relocation when the UE has no more radio link under the Serving NodeB+.

As it was stated earlier, these assumptions are not valid to the NodeB+ architecture. The amount of traffic in SHO, and the actual traffic mix as well as the radio network topology assumed in [1] are not reflecting the nature of NodeB+ architecture and thus they cannot be considered applicable for any credible analysis of NodeB+ architecture.

>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>

Since these conditions are average conditions, and because Iur must be dimensioned for the worst case, an important additional over-provisioning must be considered

· to allow more than 30% connections in soft handover (it may happen that this ratio increases on the field due to the neighbour cells environment and configuration),

· to guarantee overall real-time transfer delay equivalent to R99 in a Iur+Iub soft handover case: in R99 UTRAN, according to TR25.853 [3], Iur transfer delay objective (TN1Iur)  is 5 ms whereas Iub transfer delay objective (TN1Iub) is 7 ms.

In the NodeB+ architecture the arrangements for the SHO are tightly coupled to the radio network planning that  in turn is tightly related to the underlying transmission network topology. The figures in TR25.853 [3] as given above are as such only applicable to the existing RNC/NodeB architecture. As an example, there is no longer any Iub interface at all in the NodeB+ architecture. In addition, [3] does not cover other than CS-type traffic.

>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>

· to avoid forced immediate SRNS relocations (an hysteresis is needed, and SRNS relocations will badly impact QoS of conversational traffic),

Whether or not the SRNS relocations will “badly impact” the QoS of conversational traffic is mainly a vendor-specific implementation issue. The working SRNS relocation procedure is assumed in the NodeB+ architecture.

The over-provisioning required to satisfy conversational traffic QoS is linked to the frequency of relocations. And the Last Mile bandwidth due to mobiles moving without SRNS Relocation at every NodeB+ is increased as shown in next figure:
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Figure 4: Last Mile bandwidth comparison when the mobiles move without the use of relocations

· On Iu : BWB
· On Iur : hFP* BWB * 2.
Last Mile bandwidth : BWB * (1+ 2 hFP), which is higher than 3.

As it was stated above, the assumptions used here are not valid for the NodeB+ architecture.

2.2 Connection topology

2.2.1 UTRAN (RNC/NodeB configuration)

Not every RNC is connected to every other NodeB. We assume that there are NN  neighbour RNCs, connected via Iur. 

Number of connections per RNC (NB NodeBs) :

· 1 Iu-connections

· NN Iur connections

· NB Iub-connections

Total : 1+NN+NB connections [Estimation : 57 connections]

2.2.2 Distributed RAN (NodeB+ configuration)

In analogy with the UTRAN situation, we assume that per NodeB+ there are N'N  neighbour NodeB+s, connected via Iur. 

Number of connections per NB NodeB+s :

· NB Iu-connections

· NB*(N'N /2) Iur-connections

· Iub does not exist

Total : NB * (1+N'N/2) connections [Estimation : 200 connections]
2.2.3 Summary

There are about 3 times as many connections in the distributed RAN than in the UTRAN. 

The formula for the number of Iur connections needs to be revised to take into account the true nature of the NodeB+ architecture. Otherwise the result of the analysis on the number of connections above cannot be considered valid.

Generally it is emphasised that in case of IP transport the number of connections is a non-issue. This is for the reason that IP is a connectionless networking protocol. Moreover, to keep it as a non-issue it was specified already in Rel-5 that there is no ALCAP (i.e., connection control protocol) used for IP transport.

In case of ATM transport the number of connections, if very high, may become an issue. It is however dependent on the network environment and on the capabilities of the nodes there.

3 Proposal and some further conclusions

The analysis in R3-031392 [1] has been reviewed in this contribution. Many missing points were found in it both regarding the assumptions behind the analysed NodeB+ architecture and about the characteristics and capabilities of that architecture. These missing points were explained in section 2 of this contribution. Still the motivation for the architecture evolution as it was advertised in [1] was confirmed as being correct.

It is proposed that the analysis given in section 2 of [1] is revised to take into account the issues discussed in section 2 of this contribution. Only then the revised results of the analysis can be considered valid and thus acceptable to be included in section 6 of [5]. 

Regarding the traffic mix assumed in [1] and the points made on it in this contribution, the following is concluded: there needs to be a good reason for justifying such a major effort as changing the UTRAN architecture. The introduction of a new UTRAN architecture is a major change both from the standardisation point of view but also from the operators’ business point of view. If nothing was foreseen to change significantly in the services on top of today’s UTRAN, it would be difficult to see any justification for changing the UTRAN architecture in the first place. 

The proposed new NodeB+ architecture is based on a strong expectation that the service scenarios will gradually change. It in effect will change the traffic mix of UTRAN. This same assumption about the future traffic mix was also advertised in the document introducing the alternative new architecture [4]. This expectation is nothing new but it has been used already in justifying such new features and capabilities as IP-transport in Rel4/5 and HSDPA in Rel-5 and Enhanced Uplink DCHs (EUPA) in Rel6/7. 

In this chain of new features one can already see a pattern: First, IP transport itself in Rel-5 allowed great amount of flexibility in terms of QoS and “connectivity without connections”. It was only the Radio Network architecture (hierarchy, radio protocols in SRNC) that limited the applicability of the IP. In Rel-5 the HSDPA introduces a new functional split on Iub, allowing better efficiency for “High-speed Downlink Packet Access” by introducing some of the RNC functionality in the NodeB. EUPA is expected to do the same for Uplink. In the light of these changes the proposed NodeB+ architecture is  considered as being on the right track. 

4 References

[1]    R3-031392 (RAN3#38), UTRAN Evolutions - Last Mile impacts for NodeB+ (Alcatel)

[2] R3-030742 (RAN3#36), Soft Hand-Over in the Distributed Radio Access Network (Nokia)

[3] TR 25.853 v4.0.0, Delay Budget within the Access Stratum

[4] R3-030678 (RAN3#36), Proposed architecture for UTRAN Evolution (Siemens)
[5] TR 25.897, Feasibility Study on the Evolution of UTRAN Architecture

_1122709449.ppt


RNC

RNC

RNC

NodeB

NodeB

NodeB

CN

Iu

Iu

Iu

Iur

Iur

Iub

Iub

Iub








_1126532310.doc


NodeB+ architecture







R99/R4/R5 architecture 







2















1







Connections over Last Mile







Iu







IP-Backbone







Iu







NB+







NB+







NB+







ER







ER







ER







Connections over Last Mile







Iu







IP-Backbone







MS







RNC







NB+







NB+







NB+







ER







ER







ER











Iub







Iur







MS












_1126532583.doc


NodeB+ architecture







R99/R4/R5 architecture 







3







2







1







Connections over Last Mile







Iu







IP-Backbone







MS







NB+







NB+







NB+







ER







ER







ER







Connections over Last Mile







Iu







IP-Backbone







MS







RNC







NB+







NB+







NB+







ER







ER







ER







MS







MS







MS







MS












_1107335263.ppt


NodeB+

NodeB+

NodeB+

CN

Iu

Iu

Iu

Iur

Iur

Iur








