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1 Introduction

From [1], we find some objectives of the new UTRAN architecture (quoted below), which indicate "better transport layer utilization". The purpose of this document is to investigate this in a case where the hierarchical structure of the Radio Access Network is replaced by a distributed architecture with NodeB+s, as indicated in [2] and the other documents referenced there. 

RAN improvements (quoted from [1])

Rationale: the main purpose of this feature is to collect all evolutions of the Radio Network System.

The main topics addressed by this feature include transport of user and signalling plane as well as protocols over all interfaces of the RNS.
Will include:

· Improvement of RRM across RNS and RNS/BSS. 
The objective of this work is to identify tools for facilitating an efficient and cost effective method for radio resource management across RNS and RNS/BSS

· Feasibility Study on the Evolution of UTRAN Architecture
This work includes study on new distribution of some RAN functionalities between existing nodes (e.g. between Node Bs and RNCs) which could lead to better transport layer utilization.
2 Impacts of a NodeB+ architecture on the transport layer

2.1 Bandwidth considerations

Given :

NB :
number of base stations (NodeBs) per RNC 
(Estimation here: 50)

(NR :
number of RNCs in the PLMN)

All NodeBs and RNCs are assumed equal.

BWB :
user plane Iu bandwidth per NodeB. (The user plane traffic per NodeB that flows over the Iu) (Estimation : 2Mbps currently; increase if  e.g. HSDPA is introduced)

Part of the connections are in soft hand-over, partly inter-RNC using Iur, partly inter-RNC without Iur.

y : 
fraction of connections in inter-RNC soft-handover 
(Estimation : 10%) 

z : 
fraction of connections in soft-handover (Estimation : z=3*y=30%) 

NN : Number of Iur-connections per RNC (Estimation : 6)

hFP: Ratio due to Frame Protocol overhead over Iur and Iub 

= 1.16 (5 octets for 31 octets) in case of speech 12.2 kbps

= 1.02 (3 octets for 160 octets) in case of video 64 kbps

2.1.1 UTRAN R99/R4/R5 (RNC/NodeB configuration)

Figure 1 shows a number of NodeBs (1…n) connected to an RNC (RNC2). On its turn this RNC is connected to the CN via Iu, and to (2) other RNCs (RNC1 and RNC3) via Iur. The other RNCs are also connected to the CN.
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Figure 1
User Plane Bandwidth per NodeB :

· On Iub : hFP *BWB * (1+3y)

· On Iur : hFP* BWB * (y)


Last Mile bandwidth (=Iub-bandwidth) : hFP* BWB * (1+3y)

2.1.2 Distributed RAN (NodeB+ configuration)

Figure 2 shows a number of NodeBs (1…3) each connected to the CN (Iu-interface), and all interconnected among each other (Iur-interface). The case where a NodeB+ is not connected to all the other NodeB+s is not shown.
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Figure 2
The chained NodeB configurations are not shown because they are supposed to be seldom. A chained NodeB configuration would be similar to the R99 architecture where the first NodeB+ is functionally identical to a RNC.

Bandwidth per NodeB : (We assume the same portion of traffic soft hand-over, but we do not need to distinguish any more between inter-RNC and intra-RNC cases. All cases are inter-NodeB.

· On Iu : BWB 

· On Iur : hFP* BWB * (3y) * 2 .
Cf. NodeB : SHO-traffic only goes to RNC. With NodeB+ it leaves NodeB+ and comes back; therefore it has to be counted twice. 

· Iub : does not exist.

Last Mile bandwidth : (both Iu- and Iur-bandwidth) BWB * (1+ hFP* 6y)


[image: image3.wmf]RNC

NodeB

NodeB

CN

Iu

:A+A’

Iub:

A’

+

3yA

Iub: 

A

 +

3yA’


Figure 3. Last mile bandwidth for UTRAN configuration
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Figure 4. Last mile bandwidth for NodeB+ configuration
Summarizing : the bandwidth on the last mile increases by (1+ hFP* 6y)/ hFP*(1+3y) which is equal to

· 1.7/1.51 = 1.12  for speech 

· 1.61/1.32 = 1.22 for 64 kbps video

under the following conditions:

· not more than 30% connections in soft handover;

· immediate SRNS relocation when the UE has no more radio link under the Serving NodeB+.

Since these conditions are average conditions, and because Iur must be dimensioned for the worst case, an important additional over-provisioning must be considered

· to allow more than 30% connections in soft handover (it may happen that this ratio increases on the field due to the neighbour cells environment and configuration),

· to avoid forced immediate SRNS relocations (an hysteresis is needed, and SRNS relocations impact QoS),

· to guarantee overall real-time transfer delay equivalent to R99 in a Iur+Iub soft handover case: in R99 UTRAN, according to TR25.853 [3], Iur transfer delay objective (TN1Iur)  is 5 ms whereas Iub transfer delay objective (TN1Iub) is 7 ms.

2.2 Connection topology

2.2.1 UTRAN (RNC/NodeB configuration)

Not every RNC is connected to every other NodeB. We assume that there are NN  neighbour RNCs, connected via Iur. 

Number of connections per RNC (NB NodeBs) :

· 1 Iu-connections

· NN Iur connections

· NB Iub-connections

Total : 1+NN+NB connections [Estimation : 57 connections]

2.2.2 Distributed RAN (NodeB+ configuration)

In analogy with the UTRAN situation, we assume that per NodeB+ there are N'N  neighbour NodeB+s, connected via Iur. 

Number of connections per NB NodeB+s :

· NB Iu-connections

· NB*(N'N /2) Iur-connections

· Iub does not exist

Total : NB * (1+N'N/2) connections [Estimation : 200 connections]

2.2.3 Summary

There are about 3 times as many connections in the distributed RAN than in the UTRAN. 
3 Proposal

It is proposed to include section 2 of the present contribution into TR 25.897 section 6 [4].
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�PAGE \# "'Page : '#'�'"  ��the problem is not the Iu bandwidth because it’s most of the time a local interface or it is plugged on a big backbone. The problem is the Last Mile interface where the cost is important (multiplied by the number of NodeB’s).
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