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1 Introduction
This contribution proposes an evolved UTRAN architecture to be included in TR25.897. In general terms, this architecture splits the RNC in two nodes, Radio Control Server (RCS) and User Plane Server (UPS). The RCS perform UE control and the UPS performs cell control and handles user plane protocols.

The proposed architecture fulfils the evolution requirements in TR25.897. It also fits within the global telecomm market trend to develop more flexible and scalable network architectures by means of functional CP/UP separation. 

Functional CP/UP separation has been successfully achieved in the CS CN and IMS, and has been evaluated PS CN domain. The Media Gateway / Media Gateway Controller architectural split is also widely accepted as the main concept for next generation networks (NGN’s), with main IP and multimedia focus.
2 Overview

Figure n illustrates the UE / CELL split UTRAN evolved architecture. 

The functions in the RNC are decoupled into two logical nodes, the RCS (Radio Control Server) and the UPS (User Plane Server). In principle, there is a many to many relationship between RCSs and UPSs. I.e. an RCS can control many UPS and a UPS may be controlled by many RCSs.

There is a one to many relationship between UPS and NodeBs. I.e. one UPS controls and terminates user plane for several NodeBs, but one NodeB is controlled and terminates user plane for a single UPS.
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Figure n. Proposed evolved UTRAN functional architecture.

A single RCS is involved in any given communication between UE and UTRAN (call/session, etc) for the whole duration of the communication. For UPSs, the roles of “serving” and “drift” apply with an almost identical meaning as for RNCs in the current architecture.

In principle, Iur is used to handle mobility between UPS. It is ffs whether Iur should be between RCSs or between UPS.

If Iur is located between UPSs, for any given call/session, the RCS only communicates with the “serving” UPS. The “serving” UPS and “drift” UPSs communicate always via Iur, regardless of which RCS controls each “drift” UPS. 

If Iur is located between RCSs, for any given call/session, the RCS communicates with all UPS over which it has controls, and uses Iur towards another RCS for handling mobility towards UPSs that are not under its control.

A UPS, whether acting as “serving” or “drift”, is a “controlling” UPS for all NodeBs attached to it.
The proposed functional mapping is depicted in table n below. The RCS implements all UE control functions and the UPS implements all cell control functions.

Table n. Functional mapping for UE / Cell split.
	RCS
	UPS

	• Controls UEs camping in cells controlled by its associated UPSs

	• Controls cells of its associated Node Bs


	• Requests UPSs actions required to handle UE (paging, radio bearer setup/modification/release, etc)

	• Performs actions on cells (e.g. set paging indicators, sends paging message, radio link setup/modification/release, etc) upon request from RCS


	• Terminates RRC, RNSAP (?), RANAP and Iui

	• Terminates NBAP, RNSAP (?), Iui and ALCAP (if applicable)


	
	• Handles all user plane resources and functions (CAC, synchro, DHO).


	
	• Terminates all UP protocols at transport (IP, GTP-U, etc) and RNL (MAC, RLC, PDCP, IuFH, Iur/b FH etc).



3 Benefits and drawbacks

This UTRAN evolved architecture is in line with all the requirements in section 5 of TR 25.897. It allows for:

· separate dimensioning of cell CP, UP and UE CP capacity.

· Distributed redundancy that reduces the number of single point of failures. Only UPS failures would cause service unavailability in the UPS area, which is assumed to be significantly smaller than a R99 RNC area.

· Efficient use of expensive 'last mile' link resources, by placing UPS in optimal locations (closer to NodeBs).

This architecture does not cause degradation on any aspect when compared to the R99 architecture.

4 Inter-working with existing architecture

Inter-working with the R99 architecture is straightforward as shown in figure n+1. 
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Figure n+1. Inter-working with R99 architecture for m to n RCS - UPS relationship

5 Specification impacts

5.1 Iu interface

There is not impact on Iu specs for 1 to many RCS - UPS relationship. However, impacts due to an m to n RCS - UPS relationship need to be studied.

5.2 Iur interface

No impact is foreseen in the Iur interface because of this architecture.

5.3 Iub interface

No impact is foreseen in the Iub interface because of this architecture.

5.4 Iui interface

This is a new control interface between RCS and UPS.

The functional content of Iui needs to include:

b. Normal MGC [Media Gateway Controller] – MGW [Media GateWay] type of functionality in which the RCS acts as MGC and the UPS acts as MGW.

c. Mechanisms to convey RRC messages received from the UE from UPS to RCS and to convey RRC messages to the UE from RCS to UPS.

In this sense, it is proposed to use the ITU-T H.248 / IETF MEGACO protocol [x] specifically defined for architectures with CP and UP separation. This protocol defines a very suitable framework with the following key advantages:

1. Reduced effort in specifying the protocol. The framework is set by H.248 / MEGACO, only development of proper packages is required.

2. Modularity. The H.248 / MEGACO package concept encourages modular development. This increases flexibility in specification, development and testing.

3. H.248 / MEGACO implementations are already working in the field and have shown very good performance even in early deployment. I.e. use of H.248 / MEGACO has shown no performance degradation in other network scenarios, including UMTS ones.

Figure n+2 shows the H.248 / MEGACO protocol stack for the Iui interface.
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Figure n+2. Protocol stack for Iui interface.

6 Proposal

The evolved architecture shown in this contribution not only fulfils all accepted requirements but is also in line with current architectural trends that target for better flexibility, scalability and economies of scale and which has been used already in other areas within UMTS (notably, CS, IMS and currently PS domains). Therefore, it is proposed to include this evolved UTRAN architecture in TR25.897.
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