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1. Introduction

At RAN3#32, the issue addressed in this discussion paper was presented for the first time by Lucent in R3-022187. An email discussion was held between RAN3#32 and RAN3#33. Based on the report of the email discussion in R3-022445, RAN3 agreed on the CR533rev1 against RANAP in R3-022593 that introduced a new cause value “Access Restricted Due to Shared Networks” for the Iu release procedure.

However Nokia, Lucent, Motorola and Telecom Italia do not believe the initial issue raised in R3-022187 was thoroughly solved by RAN3 and then fully covered in RAN3 specifications.

2. Discussion

Let's consider the practical case of different Rel-5 UMTS networks using the Shared Network in connected mode function and the following situation:

- A given UE is in CELL-PCH with Iu connection.

- The UE is at the border of LA1 and LA2 and the UE does not have any right to access LA2.

- The forbidden LA list in the UE is not up to date; the UE does not know it does not have any right to access LA2.

- LA1 and LA2 are controlled by the same RNC.

Here is then explained the expected behaviour from the UE and the network:

a) 
As the forbidden LA list in the UE is not up to date, the UE still makes a RRC CELL UPDATE in a cell belonging to LA2.

b) 
The RNC based on its Shared Network Acess Control function rejects the access and sends both RRC RELEASE to UE and RANAP IU RELEASE REQUEST to CN. The RNC, that handles both LA1 and LA2, already got the SNA info when it receives the RANAP COMMON ID message over the existing Iu connection.

***

Note that in the case of two different RNCs: RNC1/LA1 and RNC2/LA2, the initial RRC CELL UPDATE message will:

· either go via Iur (if there is one) towards the RNC1 (SRNC) that currently handle the RRC and Iu connection and knows the SNA info (LA2 is a forbidden LA); in that case it will be rejected and the same scenario applies,

· or if there is no Iur, the target RNC will release the RRC connection established (for the RRC Cell update), as it cannot send it via Uplink signalling over Iur. In that latter case (the target RNC2 does not know the SNA info) we end up in the same state: UE making LA update towards RNC2/LA2 as described in next step c).

***

After IU RELEASE COMMAND and IU RELEASE COMPLETE, the UE does not have any longer any RRC connection nor any Iu connection i.e. the CN does not know the UE anymore (IMSI).

c) 
As expected the UE will then send a LA update in the LA2 to the RNC. This will be carried in a RANAP INITIAL UE MESSAGE (including the IMSI). RANAP specifications say that as soon as IMSI is known, RANAP COMMON ID can be sent.

d) 
Upon receiving COMMON ID message (including SNA Access Information), an RNC implementation could decide based on on its Shared Network Acess Control function to reject again the access to that UE and sends both RRC RELEASE to UE and RANAP IU RELEASE REQUEST to CN.

The core of the problem is that this new full release could be done even before the UE receives the LAU reject from CN (via DIRECT TRANSFER message). Therefore the UE will not understand that the release is due to a forbidden LA (it would have understood by receiving a LAU reject with adequate cause value) and will try 5 times again to access the same cell in LA2. If this scenario remains the same for the 5 next attempts, the UE will finally go to idle mode for the next hour (until the next background scan) without getting service from another operator/PLMN (that could be his home operator/PLMN!!!!).

Since in the last meeting RAN3 agreed upon using a new cause value, the CN have the means to delay the Iu release after having sent the direct transfer with the LAU Reject. The problem is that the RRC connection is already gone.

Current specifcations prevent UTRAN to page the UE in that case as "If access is not allowed, the UTRAN shall prevent the UE to obtain new resources in the concerned LA". That's why there is a clear need to mention that at least the RNC should request the CN to release the Iu, so that based on the cause value included in the RNC->CN IU RELEASE REQUEST, the CN will wait to request the release of Iu that the NAS LA reject indication is sent to UE. The proposal for the CN to delay the Iu release is of course valid only if the RNC has not autonomously released the RRC connection.

When autonomously releasing the RRC connection, the RNC releases every association IMSI-RNTI created after having received the COMMON-ID message. Next the RNC is in the process of releasing the Iu and even if an arriving NAS message was to trigger a UTRAN originated paging, the UE will not be able to pick it up (all RNTIs having been released).  Indeed the DIRECT TRANSFER message does not contain any identifier for the concerned user, because it relies on a connection oriented SCCP, as it is sent and received on an existing Iu connection for a certain UE. It is not possible for the RNC to trigger a NAS paging based on a NAS message.

To conclude, the RNC should never release a RRC connection if an Iu connection is still there, and this is regardless of this Network Sharing in connected mode item and particular scenario. To have the RNC release the RRC connection autonomously in normal conditions could have unexpected consequences.  Largely, the situation is exactly the same as if the UE suddenly went into a radio shadow - the communication would eventually recover.  But if the RNC is programmed to release the RRC connection triggered by say, an RANAP message (as in the case we are discussing), the recovery will not happen because every recovery effort will then again go through the same release procedure!  But there is nothing stated anywhere in the specifications - the only clue is that only the CN can release the Iu connection.

Mandating the Iu release instead of RRC release will solve a lot of problems - easier implementation in CN (no race conditions to be handled), easier implementation in RNC itself (as it does not have to handle the common id arrivals differently), no difficulty in specifying RANAP and also guaranteed to work and this especially in multi-vendor cases.

As mentioned during the previous discussions, an "intelligent" RNC implementation could delay the release till the LAU Reject is received by the UE through employment of timers etc.  However, it is not very obvious for every implementor to realize that such a problem exists and hence implement an intelligent solution. That is why it is important to either specify a requirement in standards or make aware that such a problem exists. This will furthermore avoid for the operator any multi-vendor (RNC/CN) critical issues, as wrong implementations of this issue may only show up on the field and are unlikely to be picked during IOT as there is no mention of it in the specs!
3. Conclusions and Proposal

It is proposed that RAN3 in the light of the issue explained above, discusses and approves the related CR against 25.401 proposed in R3-030217 (based on the initial one from Lucent in R3-022447).


















































































































