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1
Introduction

The responsibility for admission control for HSDPA is located in the RNC. However the distribution with regards to packet scheduling are unclear. The RNC can set priorities, but the Node-B can decide how to perform packet scheduling. This document presents some considerations on these issues.

2
QoS control and packet scheduling responsibility distribution

Figure 1 shows the distribution of PS and AC entities for HSDPA in the RNC and Node-B. Admission control for HSDPA is located in the RNC. This offers some control to the RNC on the offered QoS for the HSDPA users.
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Figure 1.Distribution of PS and AC entities over Node-B and RNC

The distribution offers the following control mechanisms to the RNC in order to control the offered QoS:

· Admission control: the RNC can limit the number of users to be admitted on HSDPA in order to guarantee a certain degree of QoS. The RNC can base this on measurements of the load in transmitted power and codes for HSDPA.

· Buffer management: the RNC knows the buffer status of the Node-B per priority class (per CmCH-PI) and can adjust the amount of traffic to be sent to the Node-B per priority class.

· Priorities: the RNC sets scheduling priorities CmCH-PI per MAC-d PDU 

However the RNC does not know how the Node-B handles a CmCH-PI value. The Node-B can do round robin scheduling, proportional fair throughput scheduling or some other kind of scheduling. This means that when the RNC sets priorities on traffic it actually does not know how they are served. It may be that the Node-B always serves the highest priority first, leading to poor service for the low priorities or it may be so that the highest priorities are simply weighted higher, leading to another level of service for the lower priority classes. The packet scheduling responsibilities have been distributed over RNC and Node-B, but no signalling is specified between the two entities, in order to know what each of them is doing. 

This can be solved by creating sets of rules (policies), which the RNC and the Node-B agree on. One set can be that the Node-B always serves the highest priority first without looking at any other parameters. Several sets (modes) should be defined in order to support several packet scheduling strategies. The logical place for the end responsibility would be in the RNC, since admission control and priority setting is performed there.
3
Conclusion

A potential problem with the packet scheduling responsibility distribution for HSDPA has been presented. It is proposed to have some set of rules (policies) which the Node-B and RNC agree on for the packet scheduling. Different sets of rules should be defined. How to fill the different sets is for further study.
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