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1. Introduction

At the RAN#22 meeting, RAN3 discussed and approved as modified (updated versions 0.0.3 and 0.0.4 of the TR submitted for RAN#23) the TR of the Release-5 SI “Direct Transport bearers between SRNC and Node-B”.

The objective of this study is to identify consequences of changing the current specifications that require transport bearers to be terminated at the DRNC.

This contribution will state the consequences and impacts on the ATM Transport Architecture that the direct transport bearers between SRNC and Node B imply.

2. Discussion

2.1 Problem

The introduction of a direct transport bearer between SRNC and Node B, implies an important change in the ATM Transport Architecture in terms of the transport nodes that must be present in the ATM Transport Network in order to make this solution feasible. However, from the RNL point of view there are some issues present. This contribution addresses these points, in order to analyse the feasibility of the solution from the transport network point of view.

2.2 Impact on ATM Transport Architecture

Nowadays, the transport specifications for Iub/Iur mandate only the support for ATM in the UTRAN nodes and the support of permanent virtual channels for the user plane transport, since PNNI or UNI signalling is not mandated in any 3GPP spec. An example of the current ATM architecture is given in Figure 3.1‑1, where the data flow of a UE in soft handover with two Node Bs belonging to different RNCs is shown (dotted red lines):
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Figure 3.1‑1 ATM Architecture example

There are two possibilities from the ATM transport network point of view of establishing the direct bearer between the Node B and the SRNC, one is maintaining the current ATM architecture, as defined in the current 3GPP specs and the other is adding a new element, i.e. an AAL2 switch.

2.2.1 Solution with the current architecture
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Figure 3.1‑2 Direct SRNC- Node Transport Bearer – option 1: use of current infrastructure

With the current infrastructure, in order to support the direct bearer between SRNC and Node B, it is needed to establish a permanent virtual path between each Node B and each RNC (full mesh). It will be used for the end-to-end Q.2630 signalling as well as for the data traffic. It multiplies by several times the number of virtual channels needed between the RNC and the ATM Switch, making this solution impractical, and the network configuration more complex.

For example, for an RNC (1) with 300 Nodes B and an RNC (2) with 200 Nodes B:

· RNC (1) needs 500 virtual channels (160% of the previous connections)

· RNC (2) needs 500 virtual channels (250% of the previous connections)

-Issue 1: Is this solution feasible from the configuration point of view? Is there a gain in bandwidth?

2.2.2 Solution with an AAL2 switch
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Figure 3.1‑3 Use of an AAL2 switch

In order to support the Direct Transport bearer feature each Node B and RNC shall be connected to an AAL2 switch, in charge of switching the AAL2 bearer to the right RNC. With this solution only one AAL2 bearer is needed between each RNC and the AAL2 switch. However:

· It implies the introduction of a new element in the Transport network. The user plane transport network will not longer be an ATM but an AAL2 switched network.

· The AAL2 switch shall implement Q.2630.2 in all its interfaces

· It makes the transport configuration and planning more complex (all the RNCs and Nodes B that support this optional feature shall be connected to the AAL2 switched network, whilst all the UTRAN nodes not supporting the functionality can be connected to an ATM switch).

· Issue 2: Establishment delay: Is there a gain in delay? There is same two-step ALCAP establishment as it is now (DRNC involved).

· Issue 3: Reliability: What happened if an AAL2 switch fails? is it possible to perform Path Switching? Is it then needed a redundant AAL2 switch?

· Issue 4: How does the RNC know if it supports a functionality that completely depends on the transport network configuration? For example, what happened if a Node supports the feature but there is not an AAL2 switch in the path?

3 Open issues

· Is the feature without an AAL2 switch in the Transport Network feasible and practical from the configuration point of view? Is there a gain in bandwidth? 
· Establishment delay:  Does the use of an AAL2 switch provides an additional gain in delay if this implies the same two-step ALCAP establishment as it is done in the current approach (DRNC involved)?
· Reliability: What happened if an AAL2 switch fails? Is it still possible to perform ATM Path Switching? Is it then needed a redundant AAL2 switch?

· How does the RNC know if it supports a functionality that completely depends on the transport network configuration? For example, what happened if a Node supports the feature but there is not an AAL2 switch in the path?

4 Proposal

It is recommended to include chapter 2 in the study area of the TR as it is shown below in the corresponding chapters/sections (chapter 6.4.4.1).

It is also recommended to include the content of chapter 3 in the open issues section of the TR (section 6.5)

6.4 Consequences

RL combining in DRNC

SRNS relocation

Impact on Iub/Iur user plane and control plane specifications

Impact on UTRAN architecture regarding node functionality

6.4.1.1 Impact on ATM Transport Architecture

Nowadays, the transport specifications for Iub/Iur mandate only the support for ATM in the UTRAN nodes and the support of permanent virtual channels for the user plane transport, since PNNI or UNI signalling is not mandated in any 3GPP spec. An example of the current ATM architecture is given in Figure 3.1‑1, where the data flow of a UE in soft handover with two Node Bs belonging to different RNCs is shown:
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Figure 6.4‑1 ATM Architecture example

There are two possibilities from the ATM transport network point of view of establishing the direct bearer between the Node B and the SRNC, one is maintaining the current ATM architecture, as defined in the current 3GPP specs and the other is adding a new element, i.e. an AAL2 switch.

6.4.1.1.1 Solution with the current architecture
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Figure 6.4‑2 Direct SRNC- Node Transport Bearer – option 1: use of current infrastructure

With the current infrastructure, in order to support the direct bearer between SRNC and Node B, it is needed to establish a permanent virtual path between each Node B and each RNC (full mesh). It multiplies by several times the number of virtual channels needed between the RNC and the ATM Switch, making this solution impractical, and the network configuration more complex.

For example, for an RNC (1) with 300 Nodes B and an RNC (2) with 200 Nodes B:

· RNC (1) needs 500 virtual channels (160% of the previous connections)

· RNC (2) needs 500 virtual channels (250% of the previous connections)

-Issue 1: Is this feature without an AAL2 switch in the Transport Network feasible from the configuration point of view? Is there a gain in bandwidth?

6.4.1.1.2 Solution with an AAL2 switch
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Figure 6.4‑3 Use of an AAL2 switch

In order to support the Direct Transport bearer feature each Node B and RNC shall be connected to an AAL2 switch, in charge of switching the AAL2 bearer to the right RNC. With this solution only one AAL2 bearer is needed between each RNC and the AAL2 switch. However:

· It implies the introduction of a new element in the Transport network. The user plane transport network will not longer be an ATM but an AAL2 switched network.

· The AAL2 switch shall implement Q.2630.2 in all its interfaces

· It makes the transport configuration and planning more complex (all the RNCs and Nodes B that support this optional feature shall be connected to the AAL2 switched network, whilst all the UTRAN nodes not supporting the functionality can be connected to an ATM switch).

· Issue 2: Establishment delay: Is there a gain in delay? there is same two-step ALCAP establishment as it is now (DRNC involved).

· Issue 3: Reliability: What happened if an AAL2 switch fails is it possible to perform Path Switching? Is it then needed a redundant AAL2 switch?

· Issue 4: How does the RNC know if it supports a functionality that completely depends on the transport network configuration? For example, what happened if a Node supports the feature but there is not an AAL2 switch in the path?
6.5 Open issues

The following open issues are identified:

· Where would a potential UTRAN internal delay decrease come from ?

· What are the consequences for RL combining in the DRNC in the case of the direct transport bearers ? Is no RL combining possible ?

· What are the consequences for SRNS relocation in the DRNC in the case of the direct transport bearers ? 

· Is the feature without an AAL2 switch in the Transport Network feasible and practical from the configuration point of view? Is there a gain in bandwidth? 
· Establishment delay:  Does the use of an AAL2 switch provides an additional gain in delay if this implies the same two-step ALCAP establishment as it is done in the current approach (DRNC involved)?
· Reliability: What happened if an AAL2 switch fails? Is it still possible to perform ATM Path Switching? Is it then needed a redundant AAL2 switch?

· How does the RNC know if it supports a functionality that completely depends on the transport network configuration? For example, what happened if a Node supports the feature but there is not an AAL2 switch in the path?
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