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1 Purpose

Iub interface signalling bearer in R99 is ATM based, with the introduction of IP a new signalling bearer is required.

This paper analyses the pros and cons of the various solutions that could be used as NBAP signalling bearer for IP transport option.

2 Introduction

In the IP network, two well-known protocols could be considered as candidates to transport the NBAP application messages : UDP and TCP. 

SCTP, the new protocol that is being developed in IETF for the purpose of signalling transport in an IP network, is also a suitable alternative. 

The various alternatives are figured out in the following drawing:
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3 Comparison TCP, UDP, SCTP

3.1 User service

A first difference between these three protocols is the user friendliness of the format presented to the user application. 

TCP is a byte-oriented protocol whereas SCTP is message oriented. This allows easier parsing of messages at the application layer because there is no need of establishing boundaries. 

However, this advantage is quite negligible. Also in case this would be desired, a tiny adaptation layer can do the job over TCP.

3.2 Reliability

UDP is well known to be an unreliable protocol due to its connectionless state. 

To the opposite, TCP features SACK messages that allow a quick detection of loss of packets. TCP also implements a fast retransmit option that can be associated in order to send the SACK messages faster than normal packets when losses are detected.  

The result of these mechanisms is that call set-up times are expected to be more evenly distributed together with being shorter whereas the simple detection of packet loss would take more than 500 ms with UDP.

SCTP features the same advantages as TCP compared to UDP because it is similarly a connection-oriented transport protocol.

3.3 Availability

Congestion control performance is also less effective with UDP because congestion states are computed on a transaction per transaction basis, rather than across all transactions.  To the opposite TCP and SCTP maintain congestion control over the entire connection so that the aggregate rate of messages can be controlled.

In terms of availability, one of the key new feature brought by SCTP is the multi-homing: this means that a single SCTP endpoint can support multiple IP addresses. Multi-homing can be used for redundancy and allows a greater survivability in case of network failures. For example, it could be combined with the use of different prefixes to force the associated routing to go through different carriers.

Multi-homing is a clear differentiator on SCTP side but can be considered minor since it is today associated with fall back modes and cannot be used for load sharing.

3.4 Defence/Security

One of the key technical advantage of SCTP is the security aspect that is more developed. A “cookie” mechanism has been incorporated to guard against some types of denial of service attacks. In particular, it is efficient against a blind attacker trying to get memory and resources down of an SCTP server by overflowing it. It uses signature authentication without need of key exchanges with the client.

3.5 Performance

Another differentiator for SCTP is the efficiency of the use of the connections it makes. SCTP features the “multi-streaming”.  

According to the node-B logical model as defined in TS25.430, one signalling bearer per communication control port is set up which result in several TCP connections on one hand or one to several SCTP associations on the other hand between the node B and the CRNC.  

In a likely NBAP scenario, one signalling bearer would be mapped either on one TCP connection on one hand or onto two SCTP streams of one SCTP association on the other hand. This is because one SCTP stream is unidirectional. 

Therefore, they could be from one to several SCTP associations depending on the signalling endpoints. 

The corresponding drawing shows the mapping of signalling bearers onto TCP streams: 
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The corresponding drawing shows the mapping of signalling bearers onto SCTP streams: 
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The main advantage of SCTP compared to TCP results from the mapping of the signalling bearers onto different streams which can be considered as independent flows of user messages. 

The resulting benefit is to avoid the so-called head of line blocking between signalling bearers. To the opposite, when using TCP, several transactions can be multiplexed within a single TCP connection and the loss of one transaction can hamper concurrent ones.

However, this benefit only occurs under loss conditions and the Iub is not considered a lossy link. For example, even when microwave links are being used, it has already been shown (around UDP-lite discussions) that the loss rate is negligible 99.99% of time and that losses only occur during fading which result anyway in deconnection. The SCTP resilience to head of line blocking is therefore minor when considered on Iub.

Also, using one TCP connection per signalling bearer in the node B seems a reasonable possible implementation. When there are too many, anyway, SCTP has the same troubles than TCP since it agrees at the beginning on the number of streams opened and when all streams have been mapped, there is again the head of line blocking possibility. Management of SCTP streams is not that easy.

3.6 RNL changes

In terms of addressing, each user message originated from the user application handled by SCTP has to specify the Stream Identifier within an SCTP association it is attached to. The choice of the stream identifiers is to be done by the user application. However, to that respect, all protocols should be equally footed.

3.7 Implementation Difficulty

Compared to TCP, SCTP complexity is is obviously greater as it can be compared as TCP plus additional features. Also the knowledge of the protocol is not the same. However, some of these features can be treated as options and need not  be present at first time and therefore both can be considered equal regarding this criteria.

3.8 Maturity

It is clear that TCP choice is more mature than SCTP. TCP has been existing for a long time in the market whereas SCTP is a new RFC from October 2000. However, the development of SCTP has taken into account several years of TCP existence. To this respect, the TCP experience has passed through SCTP and they can be equally ranked. 

3.9 Interoperability

Regarding interoperability, SCTP interoperability testing should have also already been conducted for the Iur/Iu and even if TCP is more mature regarding this interoperability, it features several variants that could thwart careless interoperability.

Finally, this gives a small advantage for SCTP.

3.10 Operational aspects

SCTP already selected on Iur&Iu: but these interfaces affect the RNC. Today the choice of SCTP on the Iub would only result in the support of a new protocol in the node B. However, the choice of TCP would result in a new protocol in UTRAN. This gives an advantage for SCTP.

4 Summary

In order to summarize all the points made above, and to assign to them a proper weighting, even if the task is not always easy to be performed in an unbiased way, the following matrix tries to capture all these conclusions:

	
	UDP
	SCTP
	TCP

	User service
	1
	1
	0

	Reliability
	0
	2
	2

	Availability
	0
	3
	2

	Defence/Security
	0
	2
	0

	Performance
	0
	3
	1

	RNL changes
	0
	0
	0

	Implementation difficulty
	0
	1
	0

	Maturity
	0
	0
	0

	Interoperability
	0
	1
	0

	Operational aspect
	0
	2
	0


As a summary, this table shows that:

· UDP is too unreliable and too less performant compared to the others,

· even if both can address the requirements of the NBAP Iub signalling transport, SCTP offers actually both technical and operational advantages over TCP. 

5 Conclusion

It is proposed to include in [1] a new section 6.7.6 in the study area named “Iub Signalling Bearer comparison Data” which includes section 3 and section 4.

It is also proposed to rule out UDP from the possible candidates.

For TCP&SCTP; Nortel Networks has analysed how both could provide a transport solution for NBAP.  No show stopper has been identified for TCP however SCTP adds more features in particular on security, performance and operational aspects.

Since one solution only needs to be selected, Nortel Networks proposes to include with the agreement of other companies the following statement in the agreement section 7.6 “Radio Network Signalling Bearer”:

“SCTP protocol shall be supported on Iub interface as signalling bearer for the NBAP application with the following stack”.
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