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1 Introduction

UTRAN Release 5 shall include the option of IP transport over Iub, Iur and Iu. Although the L1/L2 should not be standardised, one L2 option should be specified to allow direct interoperability between equipment of different vendors. This document provides some issues on the choice of that L2. This version is an update of R3-011149 and R3-011540 and takes into account those requests raised during RAN WG3 meeting #20.

2 Discussion

One of the forced goals of IP transport in the UTRAN is its L1 and L2 independence. For interoperability reasons one L2 should be specified as reference. This option must be supported by every UTRAN node. The chosen reference protocol should support low bandwidth utilisation, should be simple to perform and must satisfy the QoS requirements of the UTRAN traffic on Iub and Iur (low latency and delay variation). 

2.1 Performance Analysis of TNL Options

Figure 1 below compares the per packet overhead and the transmission delay of three IP TNL options with ATM AAL2 transport. The analytical overhead calculation is based on the mean values for the payload (mean voice payload = 27 byte) of the traffic model as described in [1] section A.4ff. and the protocol overhead as described in section A.6.3. It assumes pure voice traffic and HDLC framing for PPP.

Protocol
Overhead/stream 
Overhead/container 

AAL2/ATM
AAL2
   3 byte

ATM
5/48
-

UDP/IP
IP/UDP

28 byte

PPPID
    1 byte
HDLC
    3 byte
-

CUDP
cUDP

  3 byte

PPPID
    1 byte
HDLC
    3 byte


PPPmux (see [1] section A.6.3)
cUDP 
3 byte
PPPlen
1 byte
PPPID
1 byte
PPPmux
1 byte
HDLC
3 byte

Table 1: Protocol Stack Model

It can be read from figure 1, that UDP header compression reduces the per packet overhead from 54,24% to 20,59% and is therefore nearly as efficient as ATM (only 2,1% difference). Multiplexing several header compressed IP packets into one single PPP frame results in an overhead that is slightly below the ATM overhead. With the restriction, that the frames should be smaller than 300 byte, PPPmux can multiplex up to 9 voice packets into one single PPP frame and reduces therefore the overhead by another 4,05% compared to ATM. Figure 1 shows exemplary the per voice-packet overhead in case of 1,3,6 or 9 voice packets multiplexed in one HDLC frame, referred by PPPmux1, PPPmux3, PPPmux6 and PPPmux9 respectively. The multiplexing gain of PPPmux on the overall link capacity is smaller corresponding to the existing traffic mix. Assuming a 50/50% voice/data mix the overall multiplexing gain would shrink to 2% compared with ATM and 3% compared with the cUDP option. A more data centric traffic model (e.g. 20/80% voice/data) let the multiplexing gain shrink below 1% compared to ATM or little above 1% compared to cUDP. 
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Figure 1. Per packet overhead and transmission delay over small bandwidth links (e.g. E1)

However, multiplexing is quite time consuming, enlarges transmission delays and jitter and therefore the overall latency. Beside the larger transmission delays additional delay for multiplexing and higher system complexity must be taken into account.

Multilink PPP ([2]) and its multiclass extension ([3]), also an PPP extension, provides essential services to the UTRAN. It fragments large packets and therefore it avoids head of line blocking. It provides multiple classes and therefore it can provide prioritisation to real time traffic. Multilink PPP is needed to provide QoS, especially to low bandwidth links.

2.2 General Rule for Selection of Protocol Stack

The choice of a particular L2 should avoid to restrict the manufacturer’s freedom of implementation. As a consequence, only the minimum set of protocols which is required for basic functionality should be mandated.

3 Proposal

· Add the following paragraph to section 6.4.1 of [1]:

Figure X below compares the per packet overhead and the transmission delay of three IP TNL options with ATM AAL2 transport. The analytical overhead calculation is based on the mean values for the payload (mean voice payload = 27 byte) of the traffic model as described in section A.4ff. and the protocol overhead as described in section A.6.3. It assumes pure voice traffic and HDLC framing for PPP.

Protocol
Overhead/stream 
Overhead/container 

AAL2/ATM
AAL2
   3 byte

ATM
5/48
-

UDP/IP
IP/UDP

28 byte

PPPID
    1 byte
HDLC
    3 byte
-

CUDP
cUDP

  3 byte

PPPID
    1 byte
HDLC
    3 byte


PPPmux (cf. Annex A.6.3)
cUDP 
3 byte
PPPlen
1 byte
PPPID
1 byte
PPPmux
1 byte
HDLC
3 byte

Table 1: Protocol Stack Model

It can be read from figure X, that UDP header compression reduces the per packet overhead from 54,24% to 20,59% and is therefore nearly as efficient as ATM (only 2,1% difference). Multiplexing several header compressed IP packets into one single PPP frame results in an overhead that is slightly below the ATM overhead. With the restriction, that the frames should be smaller than 300 byte, PPPmux can multiplex up to 9 voice packets into one single PPP frame and reduces therefore the overhead by another 4,05% compared to ATM. Figure X shows exemplary the per voice-packet overhead in case of 1,3,6 or 9 voice packets multiplexed in one HDLC frame, referred by PPPmux1, PPPmux3, PPPmux6 and PPPmux9 respectively. The multiplexing gain of PPPmux on the overall link capacity is smaller corresponding to the existing traffic mix. Assuming a 50/50% voice/data mix the overall multiplexing gain would shrink to 2% compared with ATM and 3% compared with the cUDP option. A more data centric traffic model (e.g. 20/80% voice/data) let the multiplexing gain shrink below 1% compared to ATM or little above 1% compared to cUDP. 
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Figure X: Per packet overhead and transmission delay over small bandwidth links (e.g. E1)

However, multiplexing is quite time consuming, enlarges transmission delays and jitter and therefore the overall latency. Beside the larger transmission delays additional delay for multiplexing and higher system complexity must be taken into account.

· Change section 7.5 of [1] in the following way:

7.5  Layer 1 and layer 2 independance

The use of one exclusive L2 protocol shall not be standardised for IP transport. One or a limited set of L2 protocols shall be specified and required. The use of any L2 protocol fullfilling the UTRAN requirement towards layer one and two, shall not be precluded by the standard. The PPP protocol [11.] shall be supported by each UTRAN NE for IP transport. 

UTRAn NEs having interfaces connected via slow bandwidth links like E1/T1/J1 shall also support Header Compression and the PPP extensions ML/MC-PPP [20.], [21.] . 
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� The mandate for PPPmux is currently a Working Assumption 
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		ATM		0.2208333333
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Tabelle1

		

		Payload		27				LinkBW		1920000				AMR		12300				Overhead Remarks:

				Length				Length/packet		Factor		Tdelay		VoiceUser		Overhad[%]

		ATM		33.13		27		33.13		1.23		0.22		127.23		18.49%				AAL2 Overhead = 3 Byte; ATM Overhead = 5/48

		UDP/IP		59.00		27		59.00		2.19		0.25		71.43		54.24%				HDLC (Flag + CRC) = 3 Byte; PPP-ID = 1 Byte; IP = 20 Byte; UDP = 8 Byte

		cUDP		34.00		27		34.00		1.26		0.14		123.96		20.59%				HDLC; PPP-ID; cUDP = 3 Byte

		PPPmux 1		36.00		27		36.00		1.33		0.15		117.07		25.00%				HDLC; PPPmuxID = 1 Byte; PPP-ID; n*(PFF+Length = 1 Byte; cUDP)

		PPPmux 3		98.00		27		32.67		1.21		0.41		129.02		17.35%				s.o.

		PPPmux 6		191.00		27		31.83		1.18		0.80		132.40		15.18%				s.o.

		PPPmux 9		284.00		27		31.56		1.17		1.18		133.56		14.44%				s.o.

				3000								12.50
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