Nortel Networks

IP UTRAN – MPLS-Based Solutions


3GPP TSG-RAN WG3 Meeting #18

TSGR3 TDOC R3-010180

Agenda Item:
11.2

Source: 
Nortel Networks

Title: 
IP UTRAN – Text proposal for section 6.2.4 "MPLS" of TR 25.933

Document for:
Approval

___________________________________________________________________________

11
Introduction


12
Discussion


12.1
MPLS General Description


22.2
Forwarding with MPLS


22.3
Rationale for using elements of an MPLS-based solution for IP transport


32.4
Support for QoS requirements


32.5
Efficient, QoS-enabled transmission over routed domains with MPLS


62.5.1
Handling of large packets over narrowband links


52.6
Efficient transmission over narrowband (point-to-point) links with MPLS


52.6.1
MPLS Header Compression “Session Negotiation”


63
Proposal


64
Abbreviations


75
References


1 
Introduction

The following section 2 describes an MPLS-based solution for the UTRAN.  The elements of this solution can be used selectively by an operator, as applicable to the operator’s network and requirements.  This solution is independent of the underlying Layer 2/Layer 1 technology.  This solution assumes that an IP flow is identified by one or more fields from the five -tuple:  source IP address, destination IP address, protocol identifier, source UDP port, and destination UDP port. In addition, if DiffServ is used for providing quality of service, the DiffServ Code Point (DSCP) may also be used to distinguish IP flows.

2 Discussion

2.1 MPLS General Description

The Multi-Protocol Label Switching (MPLS) protocol is an interstitial, layer 2.5 protocol which complements and enhances the IP protocol, in that it offers an alternative method of forwarding IP packets, while reusing the existing IP routing protocols (e.g., OSPF, BGP).

MPLS can run on top of numerous L2 technologies (PPP/Sonet, Ethernet, ATM, FR, WDM Lambdas, etc.) .

MPLS forwards IP packets based on a 20-bit label that is attached to the front of each packet. An ingress router at the edge of an MPLS domain, called a Label Edge Router, decides which subset of incoming packets is to be mapped onto which Label-Switched Path (LSP), and then adds the label corresponding to that path to each packet as it arrives.  This subset of packets that is forwarded in the same manner over the same LSP is called a Forwarding Equivalence Class (FEC).  Packets are then forwarded through the MPLS domain by the Label Switched Routers (LSRs) based on the label.  At the egress edge of the MPLS domain, the egress LSR removes the MPLS label from each IP packet, and subsequently the IP packets are forwarded by conventional IP hop-by-hop forwarding.

Each pair of LSRs on the label-switched path (LSP) must agree on which label to use on that segment of the LSP.  This agreement is achieved by using a set of procedures, called a label distribution protocol. The label distribution protocol associates a Forwarding Equivalence Class (FEC) with each LSP it creates. The FEC associated with an LSP specifies which packets are "mapped" to that LSP.

2.2 Forwarding with MPLS

MPLS, as a complementary forwarding technique to IP forwarding, offers the following advantages:

· Coexistence with IP Hop-By-Hop Forwarding.  An LSR is capable of forwarding both IP packets and MPLS frames.

· Traffic engineering capabilities : MPLS uses the label prefixed to an IP packet to determine the path that the packet will take through the network, regardless of the IP addresses contained in the packet. Routes through the network can be engineered to meet various network or operator requirements (such as QoS or traffic load). For example, the traffic at the edge of the MPLS domain can be segregated according to QoS class and the packets can be directed along the MPLS paths defined over the route that meets their QoS requirements (see QoS section hereafter).

· Flexibility due to label semantics. The actions associated with a label are defined in a Label Information Base (LIB) stored at each LSR. Other actions, in addition to frame forwarding, can be defined to meet the requirements of the network and/or of the FEC.     For example, labels can be used to specify treatment for QoS, multiplexing, multicasting, header compression, etc.

· Flexibility due to label stacking.  MPLS supports the ability to stack more than one label in front of an IP packet.  LSRs are capable of pushing, popping and swapping labels. This allows for :

· Different addressing in different subnets

· Efficient inherent support for tunnels-in-tunnels.  This can be used, for example, for IP VPN and mobility support.

· Transparent forwarding : the compressed packet passes transparently through the intermediate LSRs. This is in contrast to schemes based, for example, on PPP where either header (de-)compression must occur on a hop-by-hop basis or the compressed packets must be carried inside a second, uncompressed IP tunnel packet. MPLS thereby makes network nodes much simpler.

· Fast rerouting MPLS protection switching mechanisms can be applied to achieve fast restoration from a node failure.  Both local and end-end protection could be used to achieve fast tunnel restoration which is an essential requirement for a carrier grade network. Backup tunnels may also be combined with load sharing to allow a more even traffic distribution.

· Match any layer 2 : MPLS can run on top of numerous L2 technologies. When MPLS is used over ATM or Frame Relay, the LSP can be mapped onto layer 2 connections such as VCCs or DLCIs.

2.3 Rationale for using elements of an MPLS-based solution for IP transport

These are the main reasons why an operator would consider using MPLS for UTRAN IP transport:

· Enhanced support for IP QoS

· Efficient, QoS-enabled tunnelling over routed clouds

· Efficient transmission over narrowband links

· Independence of IP protocol version: this solution works for both IPv4 and IPv6.

Subsequent sections discuss the details of these reasons.

2.4 Support for QoS requirements

MPLS supports a number of QoS differentiation mechanisms for IP flows : 

· QoS engineered paths. The flows with different QoS characteristics can be separated on different LSPs. LSPs can be engineered to meet the QoS requirements for each class of traffic supported by the network.  The traffic at the edge of the MPLS domain can be segregated according to QoS class and the packets can be directed along the MPLS paths defined over the route that meets their QoS requirements. 

· Integration with Differentiated Services (DiffServ)  DiffServ provides a mechanism for defining the treatment that a packet will receive as it is forwarded through an IP network. Although there are no performance guarantees with DiffServ, it can be used to improve end-to-end performance over large scale, wide area networks. MPLS can support DiffServ by using the DiffServ marking in each packet to determine:

· which path the packet should be sent over. Paths can then be engineered, as mentioned above, to provide more deterministic performance guarantees than are available with pure DiffServ in a routed network.

· the treatment that packets will receive over a specific path. In this model, closely resembling the basic DiffServ model, packets with different QoS requirements can be carried over the same MPLS path. Within that path, the DiffServ marking is used to prioritise and schedule packets to provide “better” treatment for some packets with respect to other packets carried over that same path.

· In-Sequence Packet Delivery.  Because the route that a packet will travel through the network is precisely defined by the Label Switched Path, packets in the same FEC are guaranteed to be received in the same order that they were transmitted.

2.5 Efficient, QoS-enabled transmission over routed domains with MPLS

Let us consider a general network configuration, which includes a broadband routed cloud as well as a narrowband link, typically on the last-mile link to the Node B.  This configuration is shown in Figure 1.
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Figure 1 General UTRAN network configuration

Figure 1 also shows the most likely location of the pair of endpoints for a bandwidth optimisation “session”.  In this manner, bandwidth optimisation is only performed where it is really required, on the narrow-band, point-to-point link.  

Figure 3 shows the protocol stacks at the relevant nodes in the network for an MPLS-based transport solution over a routed domain.   On the downlink, UDP/IP packets are mapped onto MPLS paths at the RNC, and are sent uncompressed through the network to a compressing/decompressing node (CDN).  The UDP/IP packets are then compressed using a technique defined in section 2.6, and sent compressed over the narrow-band point-to-point link..  At the Node B the UDP/IP packets are restored/uncompressed.  On the uplink, UDP/IP packets are compressed and sent over the narrow-band link.  At the CDN, packets are uncompressed and mapped onto an MPLS path for transport to the RNC. Because the MPLS label attached to the compressed packet is used to route the frame through the network, the CDN can be located at the RNC or at any point along the path to the Node B that has sufficient processing capacity for handling the CDN functions.
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Figure 3 Protocol stacks at key nodes in the network for a MPLS-based transport solution

An MPLS-based transport solution for the UTRAN, integrated with DiffServ (or DiffServ-like) mechanisms, includes the following:

· Label-Switched Paths (LSPs) are established between an RNC and a Node B, in both directions; each LSP carries one or more class of service supported by the UTRAN.  This occurs during NodeB initialisation, before user traffic is allowed to flow through the NodeB.  LSPs can be pre-setup via provisioning (e.g., using COPS MPLS [9]), or set up dynamically using CR-LDP [10] or RSVP-TE [11].As part of this process of setting up the LSPs, all the intermediate transit routers are provisioned to provide the desired per-hop behaviour (i.e., scheduling treatment and in some cases, drop precedence for each DS code point). By providing consistent behaviour to packets belonging to the same class of service in each transit node which is part of an LSP, the overall quality of service in that LSP is achieved. This is consistent with the approach described in [2].

· The operator decides how many classes of service there will be supported in the UTRAN, and also how classes of service map to an LSP (i.e., one or more).  

· An IP packet is mapped to the LSP with appropriate class of service based on two things: the DS code point marking in the IP header of the packet, and the FEC that the packet belongs to, (i.e. the destination IP address in the IP header).  This is also consistent with [2].

· IP packets are mapped to the appropriate LSPs at the UTRAN edge nodes, i.e., the RNCs and Node Bs.

2.6 Efficient transmission over narrowband (point-to-point) links with MPLS

Compression of UDP/IP headers is compatible with the use of MPLS in order to provide optimized efficiency on narrow-band links. As an example, two types of techniques are currently under investigation over PPP links and available as internet drafts :

· “simple IP header compression” [7] where the emphasis is put on the flexibility on the point  where the compression and decompression nodes are located : compression can be performed between any two LSRs on the LSP including compressing over the complete LSPs. In that case the compressed frame is routed through the LSP with the MPLS label. This technique is based on differential coding compared to a static template which presents the advantage of robust synchronization between compressor and decompressor even in case of lost frames. The bandwidth efficiency calculation leads to overheads (layer 2 + layer 3) of 9 bytes per user flow. 

· “MPLS+IP Header compression” [12] where the compression is only performed on a point-to-point link (such as UTRAN last mile) and the emphasis is further put on MPLS header compression. In that case, the MPLS label is compressed by sharing the UDP/IP compression context. Bandwidth efficiency is further improved by using the same differential coding as introduced in [13]. This differential coding scheme transmits the changes between successive packets in order to keep the size of the compressed fields small. The resulting overhead (layer2 + layer3) is 7 bytes per user flow. 

The detailed calculations and the comparison of bandwidth efficiency on the last mile for the different alternatives is addressed in the document [14]. The optimization between the two techniques could be left to network engineering.

Header compression also implies a previous negotiation between the compressor and decompressor. As an example, the following section describes how this negotiation is performed for one of the above defined compression techniques over PPP [7]. The equivalent for the second one can be found in [15].

2.6.1 MPLS Header Compression “Session Negotiation”

As with other header compression techniques, a header compression session negotiation is required.  Here are two examples of how this can be done: 

1.
Using RSVP-TE messages to negotiate the header compression [7]

2.
Using the Label Distribution Protocol (LDP) to negotiate the header compression.

A fundamental concept in MPLS is that two LSRs must agree on the meaning of the labels used to forward traffic between and through them.  This common understanding is achieved by using a set of procedures, called a label distribution protocol, by which one LSR informs another of label bindings it has made.

The Label  Distribution Protocol, LDP [8] describes one of the label distribution protocols, by which LSRs distribute labels to support MPLS forwarding along normally routed paths. An extended version of RSVP [11] can also be used to define and distribute labels.

2.6.1.1 Using RSVP-TE to negotiate “MPLS Simple Header Compression”

The internet draft “Simple Header Compression” [7] describes a way of negotiating a MPLS Header Compression session using RSVP-TE signalling.  The compressor endpoint sends an RSVP PATH message to request an MPLS header compression session.  The decompressor replies with an RSVP RESV message confirming that it will perform the decompression.

The compressor includes a SIMPLE_HEADER_COMPRESSION (SHC)  RSVP object in the PATH message  to communicate the header template and the set of operands.  To allow multiplexing across an LSP the SHC objects also carry a one byte sub-context ID (SCID)

The decompressor includes a SIMPLE_HEADER_COMPRESSION_REPLY RSVP object in the RESV message to indicate which SCIDs it is agreeing to decompress.

The template in the SHC object consists of the first n bytes of a packet.  All of the fixed fields are set to their appropriate values.  The variable fields are set to zero.  Fields are always delimited on byte boundaries.  Each operand is simply an offset and a length.  They serve to delimit the variable fields within the template.

Instructions on what to do with the variable fields (e.g., IP TTL, IP checksum, and IP length) is also signalled in the SHC object, using the T, C, and L flags, respectively.

The compressor removes the header from the packet.  The term header is used loosely here.  It refers to the first n bytes of the packet where n is the length of the header template.  The compressor uses the operands to extract the variable fields from the header.  These are concatenated together as a compressed header.  The SCID is then prepended to the compressed header and the packet is sent.

The decompressor uses the incoming MPLS label and the SCID to locate the proper decompression context.  The decompressor then uses the header template to reconstruct the original header.  It uses the operands to populate the variable fields of the header with the contents of the compressed header.

Over the life of an RSVP session SCIDs may be added and deleted simply by refreshing the Path state with the updated set of SHC objects  The SHCR object provides synchronization between the sender and receiver as to which SCIDs may be used.

2.6.1.2 Using LDP signalling for “MPLS Simple Header Compression” session negotiation

MPLS Header Compression session negotiation can be accomplished with the LDP protocol, by adding a new TLV (Type-Length-Value) that includes the header template, flags and set of operands as described in section 2.6.1.1.

The compressor requests a label for a new IP flow (i.e., 5-tuple combination source IP address, source port, destination IP address, destination port, protocol id} via the downstream on-demand method from the decompressor, which is its LDP peer in this case.  The decompressor provides the MPLS label it wants to use for this FEC back to the compressor.  The decompressor also stores the mapping of MPLS label to header template+flags+operands in a local table.  The compressor also specifies how the IP TTL, IP checksum, and IP length fields are to be regenerated on the other end in the FEC TLV.

The compressor LSR can then compress the IP packets as per section 2.6.1.1.  When the decompressor LSR receives the MPLS frame, it looks up the MPLS label in the mapping table, and uses this information to restore the UDP/IP header.
2.6.2 Handling of large packets over narrowband links

In general, sending a large packet over a narrowband link will cause delays to subsequent real time packet(s) that would impact the QoS of the real time packet(s). Fragmenting large packets into smaller sub-packets, and then scheduling all the packets to be sent over a link (including the sub-packets) according to their QoS requirements generally solves this problem.  

When MPLS is used in a UTRAN transport solution, the fragmentation can be localised over the narrowband link by relegating it to the underlying layer 2:

· ATM can provide this with AAL-5

· PPP can provide this with PPP in a Real-time Oriented HDLC-like Framing [8] 

· Frame Relay can also provide this [6]

3 Proposal

It is proposed that section 2 of this contribution be included as the content of  section 6.2.4 of the Technical Report 25.933 [3]. 

4 Abbreviations

ATM : Asynchronous Transfer Mode 

DSCP : DiffServ Code Point

DS : Differentiated Service (DiffServ)

FEC : Forwarding Equivalent Class

LDP : Label Distribution Protocol

LSR : Label Switched Router

LSP : Label Switched Path

MPLS : Multi-Protocol Label Switching

PPP : Point-to-Point Protocol

QoS : Quality of Service

RSVP : Reservation Protocol

SCID : Sub-Context Identifier

TTL : Time To Live

VCC : Virtual Channel Connection

VPN : Virtual Private Network
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