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This document adds some text to TR 25.936 The following changes are proposed:

1. Some clarifications in the existing requirements 

2. Addition of text for backwards compatibility requirement

3. Addition of text for inter-system operation requirement

4. Alignment of solution 1 and 2 for impact on RAN3 specifications with regards to the indication for a seamless relocation

5. Alignment of solution 1 and 2 for the summary text. Also the 2 cases of SRNS relocation and hard handover are more clearly separated and some text is added when a case was not covered

6. Removal of open item solved at the RAN3#17 meeting (how to indicate real-time or non real-time handling to target SGSN and source RNC)

7. Addition of a table in the comparison section

The changes are highlighted below.

Changes to Requirements section

5 Requirements

5.1 General

· General requirement is to minimise disruption to the user.

5.2 Packet loss

· Frame loss can already occur over the radio. Therefore when relocation occurs, any frame loss happens in addition to the frames lost over the radio. Therefore frame loss should be minimised. As a reference, in CS wireless speech, the FER must not be greater than 1%.

· The packet loss should be similar to what is achieved currently in 2G systems for CS wireless speech, or smaller.

5.3 Round-trip delay
· The round-trip delay should be minimised in real-time conversational services.

· The round-trip delay should be similar to what is achieved currently in 2G systems for CS wireless speech, or smaller.

· The global delay variation should be minimised.

5.4 Speech interruption

· The speech interruption should be similar to what is achieved currently in 2G systems for CS wireless speech, or smaller.

5.5 Frequency of interruption

· The number and frequency of interruption perceived by the user should be minimised. 

5.6 Security

Editor’s Note: This section is intended to list any security requirements for the real-time handover solution.

5.7 Inter-system operation


It is required that the real-time handover solution works with a rel4 Core Network and a GERAN. The assumption is that the GERAN will be connected to the rel4 Core Network via the Iu-PS. Requirements from the GERAN include architectural requirements such as allowing to have an IP network between the RRM and the BTSs.

5.8 Backwards compatibility

.
The real-time handover solution shall be backwards compatible with UMTS R99 UEs.

5.9 General applicability of the selected solution

It is required, that a unique solution will be finally selected supporting  

· hard handover (“UE involved”)

· SRNS Relocation (“UE not involved”)

· inter-system operation (GERAN<->UTRAN) and

· intra-system operation (GERAN, UTRAN).

The solution shall, additionally, take care of an optimum support for intra-SGSN relocation as well as for the inter-SGSN case.

5.10 Alignment of selected solution with transport mechanisms within Rel4 CN

It is required that the selected solution takes into consideration transport mechanisms selected for the Rel4 PS CN.

If the Rel4 transport protocols for the PS domain utilises/requires resource reservation or initialisation of transport characteristics (like is done in CS domain), it shall be ensured that these mechanisms / initialisations / set-up are performed prior to the execution of relocation, as subsequent, delayed bearer setup [Note: whatever “bearer setup” will be called in an Rel4 PS domain] would cause an additional recognisable delay on the overall relocation process, which should be avoided.

5.11 Support for multiple simultaneous RABs with different QoS

It shall be capable to relocate/handover multiple RABs belonging to the same UE with the same signalling transaction on the Iu interface. These RABs, including the RAB for call control signalling, may belong to different QoS classes, and some of them may require lossless relocation/handover.

Changes to Solution 1

6.1.3.1 Impacts on RAN3 specifications

The Solution 1 reuses the Release 99 data forwarding mechanisms also for the seamless RABs from PS domain. Solution 1 does not require any new procedures, messages nor information elements to be introduced to any RAN 3 specification.
In R99, there is a clear indication in the RAB parameters that a RAB is to be treated in a “lossless” or “other” way. Therefore a new value for that Information Element is needed to indicate “seamless” to the source RNC.
6.1.5 Summary: solution 1

This solution is based on making some procedure enhancements to the R99 mechanisms. During an interim state, the processing of the real time data is done at the source RNC so that the source RNC both sends the traffic to the UE, and forwards it to the target RNC.

This solution also assumes that considering the nature of RT services, there is no need to buffer any DL or UL traffic in the involved nodes.

The Solution 1 reuses the Release 99 data forwarding mechanisms also for the seamless RABs from PS domain. Solution 1 does not require any new procedures, messages nor information elements to be introduced to any RAN 3 specification.    

In any handover or relocation case (all scenarios described in 5.9), for DL data of seamless RABs there are two possible situations when frame gap or overlapping may happen:


1. The frame overlap/gap may be introduced when target RNC takes the Serving RNC role and starts to produce the DL data from forwarded GTP-PDUs. In this case the estimated gap/overlap is equal to:

 For SRNS relocation: the delay difference between the transport bearer used for Iur DCH data stream and the transport bearer used for data forwarding GTP tunnel both of which are setup between the same source and target RNCs. 

- For hard handover: the delay of the GTP tunnel used for data forwarding. This first instance of frame overlap coincides with radio hard handover.

If the transport bearer delay difference is smaller than the air interface Transmission Time Interval (TTI) (10, 20, 40 or 80 ms depending on the service) the amount of gap/overlap is most likely non existent.

2. The additional frame gap may be introduced when the CN transport is optimised. In this case the gap will exist only if the delay via the optimised route is larger than the delay via the forwarding route. In the more probable opposite case, the frame overlapping can be avoided by utilising appropriate sequence numbers in GTP headers. 

Changes to Solution 2

6.2.4.1 Impacts on RAN3 specifications

Solution 2 does not require any new procedures or messages to be introduced to any RAN 3 specification.
In R99, there is a clear indication in the RAB parameters that a RAB is to be treated in a “lossless” or “other” way. Therefore a new value for that Information Element is needed to indicate “seamless” to the source RNC. 
6.2.6 Summary: solution 2

In the Core Network bi-casting solution, handling of the real time data is done at the GGSN. Real time support requires that the GGSN is able to bi-cast the DL traffic to the target RNC. In the case of relocation involving only one SGSN, the SGSN may perform the bi-casting without involving the GGSN.

In any handover or relocation case (all scenarios described in 5.9), for DL data of seamless RABs there is one possible situation when frame gap or overlapping may happen.
The frame overlap/gap may be introduced when target RNC takes the Serving RNC role and starts to produce the DL data from the bi-casted GTP-PDUs. In this case the estimated gap/overlap is equal to:

· For SRNS relocation: the delay difference between the transport bearer used for Iur DCH data stream and the transport bearer used for the GTP tunnel of the optimised CN route
· For hard handover: the delay difference between the transport bearer used for the original GTP tunnels and the transport bearer used for the new GTP tunnels. This frame overlap/gap coincides with radio hard handover.
The gap will exist only if the delay via the new route is larger than the delay via the original route. Frame overlapping can be avoided by utilising appropriate sequence numbers in GTP headers.
 


To support handovers for real time services from the PS domain with the Core Network bi-casting solution, procedural changes are required at the SGSN, GGSN, and RNC. 

Other changes

7 Open items for all solutions


Real time PDCP numbers are a RAN2 issue that has not been resolved yet. The questions to be solved with R2 include whether the RAB contexts (i.e. the sequence numbers) need to be between RNCs or not, and whether the header compression/stripping solution to be selected allows that transmission to UE continues via the Iur (i.e. effectively making the context in RELOCATION COMMIT message outdated).
According to the UMTS release 99 specifications, PDCP sequence numbers are exchanged with the UE as follows:

· UL: The target RNC can determine the UL sequence number which according to the header decompression information should be the next PDCP to be received from the UE. To do this, the RNC uses the PDU causing the RLC to re-establish.. This UL sequence number given by the RNC might be a few sequence numbers lower than the assumption of UE, since it has still maybe sent a few PDUs via source RNC after commit. UE should roll back the PDCP header compression and thus base the next compressed header of the next real-time PDU to the header information of the UL PDU considered as the last received by the target RNC (the indicated one - 1).

· DL: Similarly UE indicates in the PDU acknowledging the RLC re-establishment the DL Sequence number which PDU according to the DL header decompression information in the UE should next be received by UE. This is not generally the first forwarded but one of the first ones. Target RNC selects appropriate forwarded PDU and bases its header compression to the header of the 'indicated DL PDCP PDU-1'.

8 Comparison of the solutions

	
	Main characteristics
	Possible instances of frame gap/overlapping 
	Integration with GERAN

	Solution 1 (SRNC data forwarding)
	· For a rel4 UTRAN, user data path between RNCs is same as in lossless relocation for R99
· For rel4 UTRAN, adds a duplication mechanism in the layer supporting PDCP in the RNC
· For GERAN, adds a duplication mechanism in the layer supporting PDCP in the BSS
	For DL, two instances of frame gapping/ overlapping may occur.
	· Same UTRAN characteristics need to be introduced in GERAN

· Duplication mechanism and fowarding function need to be added to either BSC or BTS, depending where the PDCP/RLC/MAC layer is. This solution, to be as efficient as the UTRAN solution, makes the decision of the PDCP layer being in the BSC much preferrable.


	Solution 2 (Core Network Bi-casting)
	· For rel4 CN, adds a duplication mechanism in the GGSN and optionally in the SGSN, during an intermediate state of the relocation
· Handover mechanism is access independent

· User data path for real-time is different from user data path for lossless data in R99
	For DL, one instance of frame gapping/ overlapping may occur.
	· No impact on GERAN. Solution is available with support of Iu-PS rel4.

· GERAN evolution or handover to other types of access (e.g. LAN) will not require re-working of the relocation mechanism.


