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1. Abstract

In the current version of the Technical Report is just one possible Solutions for QoS Optimisation mentioned: Path selection. This Contribution  shows an additional solution for QoS optimisation, called Interleaving on the CPS packet level. A requirement for QoS optimisation with Interleaving is the limitation of the SSCS-PDU payload. This contribution shows that Interleaving is a natural function of the  AAL2 layer with provides, together with the limitation of the SSCS-PDU payload size, the minimisation of the  delay and jitter of real time traffic caused by big data traffic bursts. It is also shown that AAL Type 2 CPS packet interleaving is in accordance with the ITU specification I.363.2 . 

2. Interleaving on the CPS packet level
The different types of radio links require transport bearers with different QoS, for instance with different bandwidth or with different delay restrictions. Also the characteristics of the data delivered from different radio links vary, e.g. the TTI and the data block size. The data sources deliver their data packets in parallel to the transport interface. For the transport over the ATM interface these parallel data packets have to be multiplexed on a serial link. These kind of  “serialisation” causes the influence of the large data packets (in general delay uncritical data traffic) to the QoS of the other packets, in worst case delay sensitive real time traffic. The multiplexing is provided by the CPS layer of the functional AAL2 model, see figure 1. Anyway, the kind of multiplexing is not exactly specified in I.363.2. To ensure a sufficient QoS for the ATM transport in UTRAN the worst case of multiplexing must be took  into consideration. That means that  some multiplexing minimum requirements must be set to the CPS layer. But as it is shown in figure 2 it is not necessary to define the multiplexing scheme 100 % exactly, just an interleaving scheme must be ensured. 

To demonstrate the necessity of Interleaving a simple example demonstrates the effect caused by missing interleaving:

In case of  two AAL2 connections compete for the same ATM-SAP (see figure 1) the maximum delay of  a CPS packet is the transmission time of the other packet (provided that the CU-timer is set to zero). An example is plotted in figure 2. In this example two AAL2 connections exist: A 12.2 kbps connection with 20 ms TTI and a 2048 kbps connection with 10 ms TTI. In case of a 4 Mbps ATM link the transmission time of a AAL2 packet of the 12.2kbps connection is 59.6 µs, the transmission time of a AAL2 packet of the 2048 kbps connection is 5 ms. When the maximum transmission time is not limited it is possible that the small packet of the 12.2kbps connection gets 5 ms delayed . This is 84 times the transmission time of this packet.  

As it is shown in the example the limitation of the allowed transmission time to 2 ms decreases the delay and jitter of the data packets. 

In case of  more then two AAL2 connections (n connections) the maximum delay of a certain data packet of connection 1 would be: 
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Figure 2

: Data delivery with and without Interleaving.


Thus the limitation of the transmission time to Tmax in such a scenario would decrease the maximum delay to: 
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. Tmax is the maximum allowed transmission time.

With Interleaving at the CPS packet layer is meant that the CPS multiplexer changes the AAL2 connection at latest after the maximum transmission time. That means that a large data packet is just allowed to use the ATM link for Tmax. This function could be implemented in the CPS layer with a timer but also with a counter, counting the CPS packets with are limited from the SCCS layer to 45 octets default(or 64 octets, non default). With the node capacity and the knowledge of the limited CPS packets size it simple to calculate the counter value out of the maximum transmission time Tmax. 
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Therefore it is proposed to change the TR 25.934 according to section 3.
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: Interleaving on the CPS packet level
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3. Proposal

It is proposed to change TR 25.934 in the following way:
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Figure 1: Functional model for the transmitter of the AAL type 2 (see [?], page 26)
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Figure 6: AAL type 2 switch
6
Solution for QoS optimization of AAL type 2 connection

This clause lists up possible solution to realize QoS optimization of AAL type 2 connections.

6.1
Priority capability in Q.2630.2[6] (Q.aal2 CS2)

This subclause introduces “ Path type” capability in Q.2630.2[6] to realize QoS optimization for AAL type 2 connection which is in line with I.363.2[2] [3] that QoS is provided by the ATM layer. This solution can be applied also in the case of intermediate AAL type 2 switches. 

6.1.1
Path type capability

Figure 7 shows the idea of Path type capability. The capability to select a succeeding AAL type 2 path or underlying VC according to the requested path type is deployed in AAL type 2 endpoints and AAL type 2 switching nodes. An AAL type 2 connection is established within a series of AAL type 2 paths align with the requested path type.

Absence of the new parameter “Path type” in the ESTABLISH.request primitive at an originating AAL type 2 endpoint or in the Establish Request message at an AAL type 2 switching node indicates that the network default stringent AAL type 2 path expected in Q.2630.1[5] is requested. In case  the new parameter “Path type” is present, it indicates the requested QoS for the AAL type 2 path. The path type parameter contains an ATM QoS code point The range of the codepoint is 0 – 255. The code points 1, 2, and 5 indicate stringent, tolerant, and stringent bi-level respectively. The code points 0, 3, 4, and 6 - 127 are reserved for assignment by ITU-T. The code points 128 – 255 are reserved for network specific assignment.

The code point is just an indicator to select an AAL type 2 path and the exact QoS of the AAL type 2 path for the code point is implementation specific. However all the QoSs indicated by the code points have to be within the boundaries of stringent class, tolerant class, or stringent bi-level class as defined in I.356[1].

Expected difference of QoS for the QoS optimization use is mainly CTD (Cell transfer delay) and CDV (Cell delay variation) within the boundary of stringent class as defined in I.356[1]. The code points reserved for network specific assignment may be used to indicate different pat h types within the boundary of stringent class. Looser CTD and CDV must require thinner virtual bandwidth which may be applied for  tolerant real time traffic. The expected difference of QoS for user traffic may be originated by UMTS QoS classes (conversational, streaming, interactive, and background) in 3G TS 23.107[8]. But the number of AAL type 2 paths for the user traffic indicated by path types at a section may be converged from the four QoS classes. To avoid inefficiency due to bandwidth fragmentation, the number of AAL type 2 paths should be minimised. E.g. the number of AAL type 2 paths for the user traffic indicated by path types at a section may be two; One is for Conversational, the other is for Streaming, Interactive, and Background.
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: Data delivery with and without Interleaving.


Figure 7: AAL type 2 path selection according to requested AAL type 2 path type
6.1.2
Application of Q.2630.2[6] onto UTRAN transport network

Figures 8 and 9 show how QoS related IE will be informed to related nodes in each transport network configuration. RAB parameter IE of RANAP[10] is interpreted to path type IE of ALCAP[6] at SRNC.
6.1.2.1
Direct and ATM switch cases
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Figure 1: Functional model for the transmitter of the AAL type 2 (see [?], page 26)
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Figure 8: Direct and ATM switch cases
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: Interleaving on the CPS packet level
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AAL type 2 switch case

Figure 9: AAL type 2 switch case
6.2 

6.x Interleaving on the CPS packet level

The “Interleaving on the CPS packet level” method is a solution to provide QoS optimisation  for an AAL2 /ATM connection. It is in accordance with the ITU I 363.2 specification and applicable in AAL2 switched and AAL2 non-switched scenarios. 

To minimise the delay and jitter of real time data packets on the AAL2 connection caused by bigger data bursts also using that connection the maximum transmission time of a AAL2 connection shall be limited to a certain value Tmax. 
A certain AAL2 connection is allowed to use the ATM connection   for a limited period of time, called Tmax. 
After this time the ATM connection can be used by an other AAL2 connection which requested the ATM layer for sending data. This functionality is provided by the multiplexing block within the CPS layer. Tmax must be set by the ALCAP signalling to an certain value, e.g. 2ms.
Figure X shows the idea of Interleaving on the CPS packet level. 
The interleaving of the data blocks minimises the influence of the data bursts to the delay of the other data traffic. When Tmax is set to a proper value by ALCAP the interleaving leads to an QoS optimisation of the AAL2 traffic. Interleaving does not set any restrictions to the inter-departure time between segmented CPS SDU
7
Backward compatibility

7.1
Backward compatibility between Q.2630.1[5] and Q.2630.2[6]
Q.2630.1[5] and Q.2630.2[6] have their own compatibility mechanism since Q.2630.1[5]. To utilize the mechanism, see section 8.2.1.4 “Interworking with AAL type 2 nodes conforming only to ITU-T Recommendation Q.2630.1” and Annex B “Coding of the compatibility information” of Q.2630.2[6].
Q.2630.2[6] specifies optional capabilities/features to enhance Q.2630.1[5]. And Q.2630.2[6] includes Q.2630.1[5]. This means if a new capability in Q.2630.2[6] is not utilized, related implementation with the capability is not affected even Q.2630.2[6] is referred.

8
Change request

This clause lists up place where Change request needs to be given to enhance Release 99 specification to Release 4 specification for the work task.

8.1
Q.2630.1[5] to Q.2630.2[6]
Table 1 shows place where Change request is needed in order to refer to Q.2630.2[6]. Q.2630.2[6] was determined (technically frozen) at March 2000 and is planned to be decided (final approval) at November 2000.

Table 1: Place where Change request is given (Q.2630.2[6])

3G TS/TR
Title
Clause/Subclause
Number of point(s)
Remarks

3G TS 25.410 
UTRAN Iu interface: general aspects and principles
4.5.2.1,

6.2 Figure 6.1
Subtotal: 2


3G TS 25.414 
UTRAN Iu interface: data transport & transport signalling
Contents - 5.2.2.1,

2 [10],

5.2.1 Figure 2, 5.2.2.1
Subtotal: 5


3G TS 25.420 
UTRAN Iur interface: general aspects and principles
8 Figure 4
Subtotal: 1


3G TS 25.424 
UTRAN Iur interface: data transport & transport signalling for common transport channel data streams
2 [4],

6.2
Subtotal: 2


3G TS 25.426 
UTRAN Iur and Iub interfaces: data transport & transport signalling for DCH data streams
2 [5],

7.2 Figure 2,

8.2 Figure 3
Subtotal: 4


3G TS 25.430 
UTRAN Iub interface: general aspects and principles
7 Figure 7
Subtotal: 1


3G TS 25.434 
UTRAN Iub interface: data transport & transport signalling for common transport channel data streams
2 [3],

6.2,

7.2,

7.2 Figure 2
Subtotal: 5


3G TR 25.931 
UTRAN functions, examples on signalling procedures
Contents - 4.6.1,

4.6,

4.6.1,

4.6.1 Figure 2
Subtotal: 5


8.2
I.363.2 (09/97) [2] to Revised I.363.2 (2000) [3]
Table 2 shows place where Change request is needed in order to refer to Revised I.363.2[3]. Revised I.363.2[3] has new Annex C to facilitate the understanding of the switching aspects of AAL type 2 connections and is kinder reference for readers. Revised I.363.2[3] was determined (technically frozen) at March 2000 and is planned to be decided (final approval) at November 2000.

Table 2: Place where Change request is given (Revised I.363.2[3])

3G TS/TR
Title
Clause/Subclause
Number of point
Remarks

3G TS 25.414 
UTRAN Iu interface: data transport & transport signalling
2 [2]
Subtotal: 1


3G TS 25.415 
UTRAN Iu interface: user plane protocols
2 [7]
Subtotal: 1


3G TS 25.424 
UTRAN Iur interface: data transport & transport signalling for common transport channel data streams
2 [2]


Subtotal: 1


3G TS 25.425 
UTRAN Iur interface: user plane protocols for common transport channel data streams
2 [2]
Subtotal: 1


3G TS 25.426 
UTRAN Iur and Iub interfaces: data transport & transport signalling for DCH data streams
2 [3]
Subtotal: 1


3G TS 25.434 
UTRAN Iub interface: data transport & transport signalling for common transport channel data streams
2 [1]
Subtotal: 1


8.3
Handling of other new capabilities in Q.2630.2[6]
One of other new capabilities in Q.2630.2[6] “Modification of AAL type 2 connection resources (link characteristics)” may be utilized for UTRAN. However it is out of scope of the present document. See TR 25.954[12] “Migration to Modification procedure” for the capability.
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Figure 1: Functional model for the transmitter of the AAL type 2 (see [?], page 26)
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