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1. Introduction

This document shows some considering of the “Intra Domain Connection of RAN Nodes to Multiple CN Nodes” based on some R3 contributions [1], [2],[3], which have not yet discussed.

It has been discussed in TSG-RAN#10 about the Intra Domain Connection of RAN Nodes to Multiple CN node [4]. It was agreed to discuss further in RAN-WG3 about the target date to complete this feature.

Before we decide the target date, it is needed to recognize if more issues exist.

This contribution intends to raise some considerable points on this new feature. 

· Mechanism when Node Failure and Recovery

· Paging process

· Area Concept

· Use UE identity to identify the CN node

· What about Iur

· What about user plane

2. Issue and Discussion

2.1 Possible scenario

The figure 1 show the concept of the Intra Domain Connection of RAN Nodes to Multiple CN Node (extract from Nokia contribution:R3-002586: Introducing flexibility to the Iu interface [1])
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Figure 1 Example of Connected RNC to multiple CN Nod
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Having this concept, the system can have some benefits:

· Disperse the process load at a certain CN node, this leads to decrease the high probability of failure occur due to concentrating at a certain CN node, and

· Prevent service stop when significant failure occur at one of the CN nodes 

· Possibly fully use of the equipment in CN node.

2.2 Mechanism when Node Failure and Recovery

Assuming that the RNC has the mechanism to select the CN node when the first signalling (e.g. service request, RA Update Request) has been received by the RNC. The mechanism is assuming that use a pre-configure data store in the RNC or use a specific value (e.g. part of TMSI as a CN identifier) sent from the UE.

Here give an example to show the mechanism in normal case and failure case. 

For the normal case, the SGSN1 is the default node to select in the RNC pre-configured data if the UE does not set any CN identifier in the first signalling message (for R99 UE) or the very first signalling that set the CN identifier which does not belong to SGSN1 or SGSN2(for other than R99 UE). The UE will have location update to the SGSN1. 

The originating call or terminating call; for the R99 UE, the RNC will select the SGSN1 according to the pre-configured data; for the UE other than R99, the RNC will select the SGSN1 according to the CN identifier from the UE signalling, the whole connection will be connected as UE<->RNC<->SGSN1. 

Assuming the SGSN1 has fallen into failure that it cannot provide any service.

· The RNC change the default CN node in the pre-configured data base from SGSN1 to SGSN2

· The RNC will route the first signalling (e.g. service request) to the SGSN2 even if the CN identifier is set as SGSN1 in the signalling from the UE.

· The SGSN2 will ask the UE to have location update, the SGSN will issue a signalling to the HLR to show that the UE has update the location on its area.

· The SGSN2 allocate the CN identifier and send to the UE

After the location update, the UE tries again the service request:

· For R99 UE, the RNC routes the first UE signalling to the SGSN2 according to the pre-configured data 

· For the UE other than R99, the RNC selects the SGSN2 according to the CN identifier from the UE signalling

Assuming the SGSN1 has recovered after some moment and it can provide the service as usual.

· The RNC still keep the SGSN2 as the default CN node

· The RNC will route the first signalling to the SGSN2 for the R99 UE because if the R99 UEs are routed to the SGSN1, large number of location update message may occur in the system. By routing the R99 UE to the SGSN2 in this case, it can avoid the large number of location update signalling message.

· For the UE other than R99, the RNC selects the SGSN2 according to the CN identifier from the UE signalling

· For the new coming R99 UE from other areas (roaming from other PLMN), since the RNC can not recognize if it is new coming or not, the RNC will route to the SGSN2 because the SGSN2 is the default node that the RNC is going to select. 

· For the new coming UE (other than R99) from other areas (roaming from other PLMN), the RNC can recognize it from the CN identifier of the UE signalling, however, in this case, the CN identifier does not belong to SGSN1 or SGSN2 and therefore the RNC may select the SGSN1. This is in order to spread the process load and thus not only concentrate on the SGSN2. 

According to the possible mechanism described above, still the SGSN1 has little load compare to the SGSN2 after the SGSN1 has recovered from the failure, another mechanism is needed to spread the processing load. 

A new procedure, which can tell the RNC the processing load in the CN, can be introduced. The RNC may use also this parameter as a decision of routing selection.

However, still a mechanism, which can as well not to burst the location update signalling, is needed.

It is proposed to consider three requirements:

Requirement No.1, It shall prevent the burst of location update signalling when CN node recover from the failure

Requirement No.2, The RNC shall have a mechanism to select the CN node: e.g base on the CN load information

Requirement No.3, The RNC shall have a mechanism to route the R99 UE to the default CN node: e.g. pre-configured data in the RNC

2.3 Paging process

In normal case, the Paging message from the GGSN will be routed to the SGSN which the UE had updated to. This is same as in R99.


In abnormal case, the below example is assuming the SGSN1 and SGSN2 have different RAI.

Assuming the SGSN1 fell into failure after sending the paging message to the RNC but before receives the response message (Service Request), according to the mechanism describes in chapter 2.2 of this document, the RNC will change the pre-configured data so that the SGSN2 becomes the default node to select. At this timing if the paging response message (Service Request) from the UE is received (from the RNC point of view, this is the first UE message), the RNC will route the paging response message (Service Request) to the SGSN2. The SGSN2 does not have the paging record for this case, the SGSN2 will ask the UE to update the location and the SGSN2 will update the UE location to the HLR. The paging response message (Service Request) will be discarded by the SGSN2 because it cannot proceed anymore, thus this paging response message attempting will be failed. (The next paging message will arrive to the SGSN2.) There is no way to recover the failure of this paging response, however it is up to the end user (the subscriber) to try again.


It is proposed to confirm whether this kind of paging process is unavoidable.

2.4 Area Concept

In 23.121[5] the area concept has been defined as follow:

“One RA is handled by only one CN serving node, i.e. one UMSC or one 3G_SGSN;
One LA is handled by only one CN serving node, i.e. one UMSC or one 3G_MSC/VLR.”
It seems that the scenario in figure 1 (two SGSN belong to a same RAI) will break the constraint that is defined in R99. It is therefore have a simple question would this feature change the area concept of R99?

If this is the case, then another question would be that why was the constraint defined in R99?　It is understood that one of the reason of the constraint is to avoid complexity regarding with the RA update procedure. If two SGSN has the same RAI, then it is difficult for the new visiting SGSN to know which SGSN is the one that the UE has previously visited.

Therefore if the area concept (two SGSN belong to a same RAI) is to be newly introduced, the impact on RA update procedure shall be carefully considered.

2.5 Use UE identity to identify the CN node


Using a part of TMSI can be a solution to identify he CN node.

There is a problem when the several UE has the same TMSI that are assigned by different SGSNs. For example, the SGSN1 assigned the UE1 as TMSI=HEX0000abcd, and the SGSN2 assigned the UE2 as TMSI=HEX0000abcd, these both UE1 and UE2 are moving to the same RNC. In this case, since the SGSN1 and SGSN2 have the same CN identifier for the two UEs, the RNC will have difficulty to decide which SGSN is the correct one. If the RNC route the UE signalling message to the wrong SGSN, the location update message will be initiated, this will increase unnecessary signalling load. This problem should be confirmed.

2.6 What about Iur signalling

There is a case that the physical Iur is connecting through the CN. If the SS7 is used, the Iur signalling can be routed by other nodes, therefore it is currently thought that there is no impact on Iur signalling for this new feature.

2.7 What about user plane

The user plane will be deployed in separate physical unit different from the signalling control SGSN/MSC. Having this new feature does not have impact on the user plane, because the SGSN/MSC can choose the physical unit that has short distance from the RNC.

2.8 Limitation of the connections of the RNC to multiple CN nodes

It is proposed to assess if it is needed to limit the connections of the RNC to multiple CN nodes, e.g. two. It is thought the larger number of connections (RNC – multiple CN nodes), the complexity is increased in abnormal case, e.g. the paging. And if there is no limitation, then it is possibly that a call is connected to a CN node, which is located 4000km away from the RNC. Furthermore, if there is no limitation, the OAM configuration will go much more complexity because if a CN node is newly set up, the configuration data in related RNCs will have to be updated.

3. Proposal

It is proposed to discuss the content raised in chapter 2 of this contribution. And also anticipate when this feature can be applied.
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Figure 1 Example of Connected RNC to multiple CN Nodes







IP







RA2:



SGSN3  SGSN3 Id



SGSN4  SGSN4 Id



default = SGSN3







RNC







SGSN4







SGSN3







RA2







RA2







RA2:



SGSN3  SGSN3 Id



SGSN4  SGSN4 Id



default = SGSN3







RNC







RA1:



SGSN1  SGSN1 Id



SGSN2  SGSN2 Id



default = SGSN1







RA1:



SGSN1  SGSN1 Id



SGSN2  SGSN2 Id



default = SGSN1







RNC







RNC







RA1







RA1







SGSN1







SGSN2











_935227290.doc







