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1 Introduction

Since a couple of meetings, Ericsson has given the opinion that the Capacity model in the Resource Status Indication (using capacity credits and consumption laws) is bad from an architectural point of view and that using the model will not give the desired accuracy.

It is agreed that the requirements that drive this implementation are:

· the need for make priorities and/or reserve capacity for emergency calls and

· the need to reserve capacity for incoming handovers.

Furthermore, it is agreed that the accuracy for making the capacity reservation acceptable is to have an error in the magnitude of one percent.

Ericsson would like to give more information on why we want to change the current solution.

2 Discussion

2.1 Architecture

25.401 states in chapter 6.3:

“For management of node-internal resources, the following principle apply:

· Each UTRAN node is considered a network element on its own. The knowledge about the equipment of a network element is kept within the network element itself and its management system. The node itself always manages node-internal resources.”

The reason for this is that it will be difficult to maintain a multivendor interface if a node shall have a model of node internal resources of another node (because it is almost impossible to do it in an implementation independent way).

That is proven by the fact that the current model of the internal resource capabilities of the Node B is made in what it seems an implementation independent way. But to R3#14, Alcatel had a contribution (Tdoc R3-002029) to improve the model to fit base stations for Alcatel, in a claimed implementation independent way. As that model was not suiting all other manufacturers (Ericsson included), that contribution was not accepted.
To suit Ericsson, some other modifications need to be done. Other manufacturers claimed the same.

Conclusion: As it is extremely difficult to make a model of one node in another node in an implementation independent way, such modelling should be avoided.

2.2 Accuracy of the Capacity Model applied to implementation models

2.2.1 Introduction

Ericsson would like to give some information on the issue of having a Node B internal HW resource model either per Radio Link (RL) or per Radio Link Set (RLS).

We will also give some information on the issue of having Node B equipment pooled over a number of cells, with a capacity model mapped either on a Cell basis or on a Node B basis.

We will show that the suitability of these choices is dependent of at least the choice of UL receiver architecture.

2.2.2 Modelling per RL or per RLS

For the sake of discussion, we show two possible Node B UL receiver principles, which could be said to represent the cases of fully channel-based (A) and fully function-based (or pooled) (B) architectures. See Figure 1 (principal description only).  A number of solutions that lie in-between these cases are of course also possible. In the example, an RLS with 2 RLs is shown.
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Figure 1: Channel-based (A) and Function-based (B) receiver architecture 

With architecture A, the complete UL resource usage is directly proportional to the number of RL per RLS. Thus, for this type of architecture, the resource model should apply per RL, or else a certain fraction (%) of Node B internal handover has to be assumed, and there would be an error between the model and reality as soon as the actual Node B internal handover fraction is different from the assumed value. This error is directly proportional to the deviation from the assumed Node B internal handover fraction, and can thus typically be >>1%.

However, for architecture B, at least all resources after the RAKE are independent of the number of RL per RLS. However, depending on RAKE finger-allocation strategies used, also the RAKE-part can be made more or less independent of the number of RL per RLS. Thus, for this case, the resource model should apply per RLS, or else there would be an error between the model and reality as soon as the actual Node B internal handover fraction is larger than zero. This error is directly proportional to the actual Node B internal handover fraction, and can thus typically be >>1%.

Conclusion: The required error margin can not be guaranteed when the existing capacity model is applied to different Node B implementations.

Modelling per Cell or per NodeB

Assuming a Node B implemented with pooled resources, it is possible that the resources are split into sub-pools or clusters. For example, a Node B with 12 cells could have 2 sub-pools of RLS resources, each serving 6 cells. This is shown in Figure 2, where it is also assumed that there are 300 RLS resources per sub-pool, and thus 600 RLS resources per Node B. Also, only the receiver side is shown for simplicity (without loss of generality for the argument).
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Figure 2 Node B with 2 sub-pools

The capacity model in the RNC can be either per Cell or per Node B. 


If reported per Node B, the model would have to say 600 resources per Node B, which clearly would lead to a very large error, since maximum 300 resources can be allocated to a given Cell. 

If reported per Cell, then you could either divide the available sub-pool capacity with the number of cells per pool (‘average strategy) or state that all available sub-pool capacity is available for any cell in the sub-pool (‘peak’ strategy). 

With the ‘average’ strategy, the model would say that there are in total 50 resources per cell, and after having allocated 50 resources to a cell, further allocations on that cell would be blocked. If the interference situation is such that more than 50 RLSs could be allocated to that cell, there would thus be unnecessary rejections by the RNC and a very large error (potentially >>1%) between actual number of available resources per cell (could be up to 250) and what the model says (50). 

With the ‘peak’ strategy, the model would say that there are in total 300 resources per cell. In the case that the cells are filled up relatively evenly with RLSs, then there will clearly be an unexpected rejcection by Node B as soon as around 50 RLSs per cell have been reached. Again, the error between the actually available resources and what the model says is very large (potentially >>1%).

Conclusion: The required error margin can not be guaranteed when the existing capacity model is applied to certain Node B implementations

2.3 Accuracy of the Capacity Model applied on different HW generations

It is actually perfectly possible that different generations of HW may have different capacity credit consumption laws. There would thus be difficulties with stating a single consumption law if these different generations of HW are part of the same Node B. A new RL would be subject to different consumption laws depending on which HW it ended up on. It is clearly not desirable to make this kind of implementation detail visible to the RNC.

Furthermore, when a Node B or a Cell is served by different generations of HW, that have different consumption laws, it is not possible to correct the capacity credits (or the consumption laws) so that an accurate estimation can be done of how much capacity will be used for the next RL to be set up.

Conclusion: The error margin can vary for different HW generations within a Node B. With the current model it is not possible to do update the model so that appeared faults are corrected or that it is possible to estimate how much capacity the next RL establishement will take.

3 Recommendation

In line with the conclusion of the above discussion points, it is proposed to remove the model of internal Node B- resources in the CRNC.

To be able to conform to the agreed requirements, it is proposed that:

The admission control of internal Node B resources is made in Node B according to the principles in 25.401.
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