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1 Introduction

Since the UMTS Core Network is IP-based and there has been great advances in introducing Quality of Services into an IP-based network [1], it will be of interest to both UMTS service providers and UMTS equipment vendors to explore the possibility of an all IP based UTRAN network. An all IP based UMTS network can reduce the network operating and maintenance cost. However, since stringent delay and jitter requirements need to be met for the Iub/Iur interfaces especially for the macro diversity scenario, careful investigations need to be done before one can conclude that an all IP based UTRAN network is feasible.

In this contribution, we investigate the feasibility of using an IP transport alternatives for the user plane at the Iub/Iur interfaces. First, in Section 2, we discuss the different types of user packets that NodeB and RNC will potentially receive. Next, we discuss the designed criteria that should be used to evaluate different IP-based transport alternatives. Then, in Section 3, we describe a new IP encapsulation scheme  called the Lightweight IP Encapsulation Scheme (LIPE) [2]. In Section 4, we compare the LIPE scheme with other proposals in terms of bandwidth efficiency.  Finally, in section 5, we discuss further issues that need to be studied to make an all IP-based UTRAN network feasible.

2 Criteria for Evaluating IP-based Transport Alternatives for the UTRAN network

There are three user scenarios to consider, namely (a)  mobile phones (generating raw voice/video packets) communicating with other  similar mobile phones, (b) mobile phones (generating raw voice/video packets) communicating with IP-based hosts, (c) mobile phones (generating compressed RTP/UDP/IP packets with voice/video payloads communicating with IP-based hosts. For scenario (a), both NodeB and RNC will receive raw voice/video packets. For scenario (b), an  interworking function unit (IWF) is required to do the transcoding between the codec used by the mobile phone and the one used by the IP-based hosts. NodeB will receive raw voice/video packets while RNC may receive compressed RTP/UDP/IP packets with voice/video payloads (for the case where the IWF resides within the RNC) or IP packets carrying multiplexed raw voice/video  packets (for the case where IWF, located elsewhere, has already transcoded the packets to the appropriate codec format used by the mobile phones) . For scenario (c), NodeB will most probably receive compresssed RTP/UDP/IP packets or raw voice packets [3] while RNC may receive uncompressed or compressed RTP/UDP/IP packets. RNC may decide to strip the RTP/UDP/IP header [3] or compress the RTP/UDP/IP header before passing them to the Frame Protocol layer.

With the various user scenarios described above, we envision that the following criterias need to be considered when deciding on which IP-related transport alternatives to choose:

 Smooth transition from Release 99 to Release 00 to enable transport infrastructure reuse.

 Overhead per user should be minimized.

 Support of Layer 3 QoS must be provided by all acceptable Layer 2 services. In addition, the delay and jitter requirements imposed by interface standards must be met.

 Options for transporting over both point-to-point links and routed networks. 

 The proposed IP Encapsulation Scheme must be flexible enough to cater to all the 3 user scenarios discussed in this section.

3 Lightweight IP Encapsulation Scheme (LIPE)

The LIPE [2] scheme uses either UDP/IP or IP as the transport layer. Each LIPE encapsulated payload consists of a variable number of multimedia data packet (MDP). For each MDP, there is a multiplexing header (MH) that conveys protocol and media specific information.
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The format of an IP packet conveying multiple MDPs over UDP using a minimum size MH is shown below:

Figure 1:  LIPE UDP/IP  or IP Encapsulation Format

3.1 Details of Multiplexed Header

[image: image6.wmf]0  1  2  3  4  5  6  7

0  1  2  3  4  5  6  7

E

Length

Extended Headers

0  1  2  3  4  5  6  7

0  1  2  3  4  5  6  7

0  1  2  3  4  5  6  7

1

Length

0  1  2  3  4  5  6  7

0  1  2  3  4  5  6  7

0

UserId

0  1  2  3  4  5  6  7

0  1  2  3  4  5  6  7

1

Length

0  1  2  3  4  5  6  7

0  1  2  3  4  5  6  7

1

UserId

PID

Type

PID

Payload

Data

Payload

PID

LNG

(

a)

 Basic Multiplexed Header

(

b)

 Extended Multiplexed Header with

UserId

0

0



© Extended Multiplexed Header with PID



Figure 2: Multiplexed Header Formats

3.1.1 Basic Header

The Multiplexing Header (MH) comprises of two components: The extension bit (the E bit) and the MDP length field. Optional Extension Headers can be supported via the E bit. The MH format is shown in Figure 2 (a). The E bit is the least significant bit of the first byte of the MH header. It is set to one/zero to indicate the presence/absence of an extension header. If the E-bit is set to one, the first header extension must be a USERID header.  The Length field is 7 bit. This field indicates the size of the entire MDP packet in bytes, including the E bit, length field and optional extension headers (if they exist).

3.1.2 Extended Header

Extension headers are used to convey user specific information. It also facilitates the customization of LIPE to provide additional control information e.g. sequence number, voice/video quality estimator.

User Identifier

The 16-bit User Identifier is the first field in any Extension Header. It is used to identify MDPs belonging to specific user flows. The format of a LIPE encapsulated payload with a UserID extension header is shown in Figure 2 (b). The least significant bit of the 1st byte of UserID is the X-bit. When set to one, it indicates that the extension header is longer than 2 bytes.  The second least significant bit is the end of fragment indicator. When set to 0, it means this is the last fragment (for packets that are not fragmented, this bit is always 0). When set to 1, it means there are more fragments coming. Thus, effectively, the addressing range of the UserID field is 14-bit long.

3.1.3 Payload

If the X-bit in the UserID field is set, it means there is a Paylaod Identifier (PID) extension header following the UserID field. The Payload Identifier field starts with a 4-bit Payload Identifier Field (PTI), a 4-bit PID length and any additional payload specific data. The format of the PID field is illustrated in Figure 2 ©.

Details of the LIPE signaling mechanism can be found in [2].

4 Comparison with Other Proposals

In this section, we first describe two other  proposals. Then, we compare LIPE with these proposals.

4.1 PPP Multiplexing Scheme

A standard track IETF draft [4] proposes to multiplex several users within a PPP [5][6] frame. The per user overhead is 4 bytes (1 byte PPPMux, 3 bytes compressed RTP/UDP/IP header), plus 4 bytes PPP/HDLC overhead which is “amortized” over all the users in the frame. However, this option cannot be used for WAN-like routed interfaces such as Iur since PPP is a point-to-point link. For WAN-like routed interfaces, one can tunnel the multiplexed PPP using L2TP. This scheme, called TCRTP, is proposed in another IETF draft [7]. The overhead for this stack includes the overhead for PPPMux, and an additional  22 bytes of tunneling overhead that must be spread over the number of multiplexed users in a frame.

4.2 CIP Multiplexing Scheme

The Composite IP protocol  proposed in  [8] is similar to LIPE except for details of the packet header. The packet header carries CRC, Segmentation flag, Channel Identifier, End Flag and Sequence Number. It has a per user overhead of 3 bytes for non-fragmented packets and 4 bytes for fragmented packets. Thus, its bandwidth efficiency will be similar to the LIPE Scheme for the scenario where a 3-byte extended multiplexed header is used.

4.3 Bandwidth Efficiency Analysis

In this subsection, we compare the performance of the different protocol stacks across the Iub interface for the voice only scenario. The protocol stacks under study are:

1. VoATM (using AAL2/ATM) – this is used in Release 99 specification and serves as the reference case 

2. VoFR (voice over Frame Relay)

3. Compressed RTP/UDP/IP over PPP/HDLC
4. Compressed RTP/UDP/IP over AAL2/ATM

5. Compressed RTP/UDP/IP with PPPMux over PPP/HDLC

6. Raw Voice with LIPE over PPP/HDLC (LIPE1)

7. Compressed RTP/UDP/IP with LIPE over PPP/HDLC (LIPE2)
Note that the performance of CIP will be similar to that of LIPE2 for non  fragmented packets.

We study the performance of various protocol stacks over an E1 (30 DS0 channels) or E3 link for the Iub interface. We only consider the case when voice frames traverse in the forward (downlink) direction, i.e., from RNC to Node-Bs.  Our goal is to determine the “capacity” of the Iub interface in term of the number of voice flows that can be supported while meeting certain delay and jitter requirements. Note that a voice call may contain multiple voice ”flows” when it is in soft-handoff mode. For this study, we focus on a single Iub interface and hence the capacity is expressed in terms of  the number of voice flows that can be supported.

4.4 Voice Traffic Model
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Figure 3: Voice Traffic Model
We assume that voice service is assigned a TTI value of 20 msec, i.e., voice frames are sent from the RNC every 20 msec. Figure 4 shows the format of a downlink FP frame. For descriptions of control fields in Figure 4, see [8].  DCH0, DCH1 and DCH2 are used for transferring Class A, B and C voice bits. We assume a 2-state Markov model for the AMR codec. During the on period, a payload of 31 bytes is generated while during the off period, a payload of 5 bytes is generated. The RNC adds required control fields to voice bits to form a voice payload for lower protocol stacks. The Frame Protocol header is 7 bytes.
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Figure 4 : Format of a DL frame  when a voice flow is sending 256 bits voice payload.
4.5 Protocol Overhead Computations

In this subsection, we consider the amount of overhead introduced by each protocol stack.  Listed below are assumptions made in order to estimate the amount of overhead added to each voice payload for different protocol stacks in our evaluations.

· 8 bytes Frame Relay overhead

· 4 bytes HDLC/PPP overhead 

· For all IP-based encapsulation schemes,  we assume 10 voice flows are multiplexed. 

· No HDLC bit stuffing is included.

· IPv4 header is considered.

· A 3-byte Compresssed RTP/UDP/IP header is assumed.

The average total number of bytes (voice payload + protocol overhead) generated by a voice frame when different protocol stacks are used can be computed as follows:

AAL2/ATM: 


[Voice payload + 3 (AAL2 header)+6/47*Avg_AAL2size]

VoFR: 



Voice payload + 8 bytes (FR). 

c2RTPATM: [Voice payload + 3 (cRTP-UDP/IP) + 3 (AAL2 header)+6/47*Avg_AAL2size].

PPP ( [Voice payload + 3 (cRTP/UDP/IP) +4 (PPP/HDLC))

c2PPPMux: ( [Voice payload + 3 (cRTP-UDP-IP) + 1 (PPPMux)]*No_Users+4 (PPP/HDLC))/No_Users

CIP: ( [Voice payload + 3 (CIP)]*No_Users+3 bytes (CUDP/IP) + 4 (PPP/HDLC))/No_Users

LIPE1: ( [Voice payload + 1 (LIPE1)]*No_Users+3 bytes (CUDP/IP)+4 (PPP/HDLC))/No_Users

LIPE2: ( [Voice payload + 3 (LIPE2)]*No_Users+3 bytes (CUDP/IP)+4 (PPP/HDLC))/No_Users
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Assuming that a 5% bandwidth is reserved for signaling and OA&M and a maximum link utilization of 90% is used , then the number of voice flows that can be supported using different protocol stacks for a E-1 link (1.92 Mbps) and E-3 link (34 Mbps) are plotted in Figures 5 and 6  respectively.
Figure 5: Transport Capacity for a E-1 facility
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Figure 6: Transport Capacity for a E-3 facility

Backhaul efficiency results for the Iub/Iur carrying AMR coded voice flows in DCH frames can be summarized as follows:

· The IP-based Encapsulation Scheme has a slightly higher capacity than the AAL2/ATM approach

· The efficiency of the approaches using LIPE and CIP are the same for the scenario with raw voice packets. However, LIPE is more efficient than CIP for the scenario where compresssed RTP/UDP/IP packets are received at either NodeB or RNC.

· PPPMux is not a complete encapsulation solution. When used with compressed UDP/IP header, PPPMux still incurs more per user overhead than LIPE. 

As suggested in Section 2, there are other factors we need to consider apart from the transport efficiency. For PPPMux solution, both NodeB and RNC needs to create compressed UDP/IP header for each voice packet before the packet can be multiplexed into one PPP frame. This increases the CPU processing cost for both NodeB and RNC. In addition, PPPMux can only be used in point-to-point scenario. For routed scenario, it has been suggestion that TCRTP [7] is used. TCRTP uses L2TP in conjunction with PPPMux. The problem with this solution is it adds unnecessary complexity to RNC and NodeB since both network elements need to implement the complex L2TP protocols.

Both CIP and LIPE can be used over AAL2/ATM and hence can provide smooth transition from Release 99 to Release 00 architecture. In addition, both can be used in point-to-point as well as routed scenarios. For the scenario where raw voice/video packets are received, the performance of CIP is similar to that of LIPE. However, for the case with compressed RTP/UDP/IP packets, LIPE is more efficient than CIP. In addition, LIPE is friendly to future Layer 2 technology e.g. MPLS. 
5 Concluding Remarks

In this paper, we have described LIPE, a new IP encapsulation scheme for multiplexing small raw voice/video packets into an IP packet. Such an encapsulation scheme is useful for an all IP based Iub/Iur interfaces. We have also compared the backhaul efficiency of  LIPE with AAL2/ATM approach and with two other IP-based proposals i.e. CIP and PPPMux. The efficiency of the approaches using LIPE and CIP are the same for the scenario with raw voice packets. However, LIPE is more efficient than CIP for the scenario where compresssed RTP/UDP/IP packets are involved. 

PPPMux is not a complete encapsulation solution. When used with compressed UDP/IP header, PPPMux still incurs more per user overhead than LIPE. In addition, PPPMux can only be used in point-to-point scenario. For routed scenario, there has been suggestion to use TCRTP for routed scenario. However, this add unnecessary complexity to both NodeBs and RNCs.
Our work is just a beginning. Further study on delay and jitter is required to ensure that the quality of service requirements can be met. In addition, the scenario where there is a mixture of voice and data flows need to be carefully studied before one can conclude that an IP-based transport network for UTRAN is feasible.

6 Appendix 1

6.1 Detailed Protocol Stacks
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